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D.Ratna Kishore, D.Suneetha, G.G.S.Pradeep 

Abstract: Internet is developing each day. One of the most 

important factors is to provide security for data in internet. In 

fact that there are numerous number of security algorithm were 

proposed at the same time hackers are also working with various 

technique and introduced so many new algorithm to break the 

security. DNA cryptography is one of the rising regions of 

computer science. In this paper we proposed a new technique to 

provide security for data using DNA cryptography. In this we use 

256 DNA ASCII table instead of 64 lookup table and key is 

generated in random manner based on the length of the 

plaintext*4. In this proposed technique the original plaintext and 

key was divided into 4 equal parts. The proposed algorithm 

produces better results when compared to other existing 

algorithm in terms of encryption and decryption times. 
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I. INTRODUCTION 

Data and information has become very important resource in 
present centaury and the process of providing security is 
also important parameter. So many ways are present to 
provide security to the data[1-4]. Cryptography is also one 
of the most important components in computer security. 
There are multiple number of cryptography algorithm of 
multiple number of types are available. There are so many 
defects are present in some existing conventional and 
classical cryptography techniques. So the attackers easily 
break the cipher text and create many problems to the 
authorized persons. There is no relation in between 
cryptography and molecular biology. Originally there are 
not relevant to each other but in depth study of molecular 
biology and also modern biotechnology DNA computing is 
present these two areas are work together to provide security 
for data[5]. DNA cryptography is the new field of science in 
the area of providing security for data. Many researchers 
introduced so many security algorithms with the help of 
DNA cryptography to hide the sensitive secret data [6-7]. 
Completely DNA cryptography is based on the biological 
problem. Generally the DNA computer not only performs 
computing just like a compute system it is also able to 
perform potency and function which a traditional computer 
system cannot perform.  
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DNA computing is huge scale of parallelism and its 
computing speed is very huge like 1 billon times per second. 
Secondly DNA computing has large capacity of storage. In 
one cubic decimeter of DNA solution have tera bytes of 
data. Third DNA cryptography has low power consumption. 
So many techniques are used to carry DNA computation 
.Some of these techniques are 
Gel electrophoresis: In this technique separate DNA 
fragments are used according to their length. A gel is 
prepared. The negatively charged molecules are placed are 
one side of this gel. The negatively charged molecular are 
moved to the positive gel[8]. 
Polymerge chain reaction: PCR is having high amplification 
affection. This is used to amplify DNA molecules [11]. 
In DNA we can add binary segments to interpret data. Those 
are 

A-00 C-01 G-10 and T-11 
In this binary format is used For the purpose of data storage 
and transmission from one place to another place. 

II. RELATED WORK 

Adi et al proposed a new scenario to link E-DNA for 
identify the DNA molecules and it is dynamic in nature. IT 
attempts to link the unit and to identify the interaction 
profile in the data communication. Mousa et al propose a 
new approach for data hiding using DNA cryptography. It 
uses the concept of reversible contrast mapping. This 
scheme uses two words to achieve reversibility on the 
contrast mapping [9]. 
Jin taur et al proposed a new advanced scheme in data 
hiding based on the look up table and it is called as Table 
lookup table substitution method. In this the plain text is 
replaced with the values of look up table and that 
replaceable data is transferred to the receiver as a cipher text 
and the look up table was modified randomly for every data 
transmission[10]. 
Mohamed [12] proposed a new innovation in the 
asymmetric cryptographic technique based on the protocol. 
The main advantage of the proposed algorithm is that it uses 
innovative DNA cryptography for sharing secret key among 
sender and receiver throughout the unsecured transmission. 
Banahmed[13] discusses a new reference DNA sequence 
shared in two parties. Not only the sequence shared and the 
data is accessed from NCBL and EBI databases and the 
hacker is not able to access the database because the 
database is virtually created and accessed randomly. 
Yamuna [14] present a different encryption technique based 
on the binary strings. In this 4 different algorithms are 
present.  
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Abstract— The energy consumption is a great challenge in 
Wireless sensor networks that may affect the performance of the 
entire network. Even though many techniques are being still 
addressed to this issue, it is ongoing problem. One of the most 
energy efficient routing protocols is Geographic Adaptive 
Fidelity (GAF), which is the location based protocol. This 
reduces the use of energy by switching off some nodes that do 
not take part in routing. Load balancing reduces hot spots in 
sensor networks by spreading the workload across a sensor 
network there by increasing the life time of the sensor network. 
Here we use chebyshev sum metric for evaluation via simulation 
and this method is better compared to the routing based on 
Breadth first search(BFS) and shortest path obtained by 
Dijkstra’s algorithm. By combining Geographic Adaptive 
Fidelity with load balancing, a considerable amount of energy  
can be saved that tends to extend the lifespan of the 
wholenetwork. 

 
Index Terms— wireless sensor networks; routing; energy 
efficient; load balancing. 

 
 

1. INTRODUCTION 
Remote sensor systems (WSN) are a self association 

remote system framework used to gather information from 
a machine outfitted with sensor hubs, and forward 
information to the sink hub This framework is constituted 
by the spatially disseminated self-governing vitality 
restricted smaller scale sensor hubs furnished with 
detecting, registering, and with correspondence capacities 
[1]. Systems of sensors are agreeable to help a great deal 
of genuine applications that shift extensively regarding 
necessities and attributes[2]. 

 
As sensor systems scale-up in estimate, viably dealing 

with the appropriation of the systems administration load 
will be of incredible issue By spreading the workload over 
the sensor arrange, stack adjusting midpoints the vitality 
utilization. This may prompt expand the normal life 
expectancy of the whole system by broadening the time 
until the point that the primary hub is out of vitality. Load 
adjusting additionally be utilized for diminishing clog 
problem areas, along these lines decreasing remote 
impacts. Another testing issue is to spare the vitality of the 
hub [6]. When sensor organization is finished, it is 
difficult to supplant or energize the battery. 

II.RELATED WORK 
A variety of routing protocols have been proposed with 

different techniques to minimize the energy consumption 
and to increase the lifespan of the network. In [4], some of 
the techniques such as Data reduction, protocol overhead 
reduction, topology control, energy efficient protocols and 
Sleep/Active scheduling are focused. An example of 
single path load-balancing is Load-Balanced Ad hoc 
Routing (LBAR) algorithm proposed in [15] which uses 
traffic interference as a metric to distribute the network 
load and to avoid routing via heavily loaded paths. 
Multipath Routing Protocol (MSR) [16] is based on DSR 
and uses a Round Trip Time (RTT) to measure delays for 
different paths, which form the basis of its routing metric . 
In [6] , GAF protocol and it’s working are considered. It 
also reviews the variety of new versions based on GAF 
protocol to make it better. Hierarchical Geographic 
Adaptive Fidelity (HGAF)  is proposed to save the power 
of the nodes which increases the lifetime of whole 
network in[6]. 

 
Coordination-based data Dissemination protocol for 

wireless sensor networks (CODE) is proposed which is 
based on GAF protocol in [10] .In [11], TENT rule 
defines the method of finding the neighbor nodes with the 
angle and distance. HGAF uses a layered structure in 
which the entire area is divided into virtual grids. eHGAF 
extends the HGAF in which the place of the active sub 
cell is rotated. GAF & Co[12] maintain the connectivity 
of a network and avoids the routing tables. Some of the 
sensor network routing [17] [18] and QoS routing in 
Wireless ad hoc networks[19] ignore the load balancing 
issues. In many works such as in [20] [21] consider the 
base station as a resource rich focal point hosting the 
services such as securing the sensor network against 
vulnerabilities[22], data aggregation or monitoring of 
WSNs. Another protocol Energy efficient and Collision 
Aware (EECA)[23] takes energy of the nodes into 
account and it tries to avoid collision by choosing distant 
route paths. 

III. GEOGRAPHIC ADAPTIVE FIDELITY (GAF) 
Geographic Adaptive Fidelity or GAF [6][7] is 

vitality mindful area based steering calculation .It is at 
first intended for portable specially appointed systems, 
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ABSTRACT

This article compares the performance of different Partial Distance Search-based (PDS) kNN classifiers 

on a benchmark Kyoto 2006+ dataset for Network Intrusion Detection Systems (NIDS). These PDS 

classifiers are named based on features indexing. They are: i) Simple PDS kNN, the features are not 

indexed (SPDS), ii) Variance indexing based kNN (VIPDS), the features are indexed by the variance 

of the features, and iii) Correlation coefficient indexing-based kNN (CIPDS), the features are indexed 

by the correlation coefficient of the features with a class label. For comparative study between these 

classifiers, the computational time and accuracy are considered performance measures. After the 

experimental study, it is observed that the CIPDS gives better performance in terms of computational 

time whereas VIPDS shows better accuracy, but not much significant difference when compared with 

CIPDS. The study suggests to adopt CIPDS when class labels were available without any ambiguity, 

otherwise it suggested the adoption of VIPDS.

KeywoRDS
kNN Classification, Kyoto Dataset, Network Intrusion Detection, Network Security, Partial Distance Search 
(PDS), Variance Indexing

1. INTRoDUCTIoN

Network Intrusion refers to a number of techniques that allows the malicious users to penetrate into 

the computer networks and exploit the computing and network resources. Network Intrusion Detection 

System (NIDS) is a technology that uses network intrusion datasets and identifies the intruders by 

applying machine learning strategies on these datasets to detect malicious activities. A network 

intrusion dataset is a collection of network traces i.e., traffic captures from network for a period of time.

The quality and quantity of network datasets will aid machine learning strategies to build heuristic 

systems for given real-world problems. These heuristic systems will help the decision makers to ever 

cure risk. Early detection of intrusion helps in control and prevention of malicious activities in a system.

Machine learning algorithms are heuristic approaches to solve complicated problems for which 

a human designer unable to define the appropriate rules in an explicit form. It is very difficult to 

construct an efficient real-time NIDS especially for high speed network traffics.

To build such an ideal solution and evaluation of the same, different kinds of datasets are made 

available for researchers. One such detection system is Kyoto 2006+ which is a real-world data 

set and is nearer to the current network problems. This dataset is provided with class label hence 

This article published as an Open Access Article distributed under the terms of the Creative Commons Attribution License (http://cre-

ativecommons.org/licenses/by/4.0/) which permits unrestricted use, distribution, and production in any medium, provided the author of the 

original work and original publication source are properly credited.
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Abstract: Cloud computing is a powerful, cost efficient platform for providing heterogeneous services to the 
consumers over the Internet.  Moreover storing data in the cloud storage is a one of the key challenging issues now a 
day. In cloud environment universal data is available from different vendors. To avoid capital expenditure for 
hardware and software the image data must be reduced in size and they should have a better quality. Image 
compression is the one of the prominent techniques for data storage in cloud. The main aim of image compression is 
to reduce the size and also it provide better quality image with better compression ratio. This paper proposes 
improving compression method which uses a SPIHT, bit plane slicing and adaptive LZW dictionary. The limitations 
is decreased by using SPIHT and bit plane slicing for colored and also gray scale images.  The compression ratio of 
the proposed method is better than the standard method for both colored and gray scaled images. An experimental 
result for the proposed methods is better than existing methods for different types of image. 
 
Keywords: Image Compression, SPIHIT, LZW, Bit Slicing, PSN. 

 

I. INTRODUCTION 

In cloud computing environment data is available in different formats like text, images, audio and videos. Storing data is also 
one of the prominent parameters. For that we have different approaches and techniques are available. Image compression is also 
one of the prominent techniques if the data is in the form of images. Image compression deals with reducing the amount of data 
required to represent a digital image by removing of redundant data. The main aim of image compression is which makes storage 
and transmission of images more practical. The basic requirement of maintaining image quality is easily translated into two basic 
quantitative parameters: 

1) Rate of digital image data transfer or data rate (Megabit per second or Mb/s) 
2) Total amount of digital storage required or data. With image compression both data rate and data capacity are reduced to 

great extent. So less space, less time and less bandwidth are required for storage and transmission of digital images. 
Two categories of data compression algorithm can be distinguished: lossless and 'lossy'. Lossy techniques [4] cause image 

quality degradation in each compression/ decompression step. Careful consideration of the human visual perception ensures that the 
degradation is often unrecognizable, though this depends on the selected compression ratio. In general, lossy techniques provide far 
greater compression ratios than lossless techniques. However, in this paper, we will focus on the topic of SPIHT, Bit plane slicing 
and adaptive LZW Huffman lossless compression [5]. The SPIHT and LZW compression algorithms are the powerful and useful 
techniques for lossless data compression and it gives high compression ratio for textual data as well as image data. In this paper we 
consider SPHIT, variant of the Huffman code called adaptive Huffman code   or the dynamic code, which does not need to know 
the probability of the input symbols in prior or in advance. 

 
1.1 SPIHT Compression 
 

SPIHT was designed for optimal progressive transmission, as well as for compression. One of the important features of SPIHT 
(perhaps a unique feature) is that at any point during the decoding of an image, the quality of the displayed image is the best that 
can be achieved for the number of bits input by the decoder up to that moment. Another important SPIHT feature is its use of 
embedded coding. This feature is defined as follows: If an (embedded coding) encoder produces two files, a large one of size M 
and a small one of size m, then the smaller file is identical to the first m bits of the larger file. 

Suppose that three users wait for you to send them a certain compressed image, but they need different image qualities. The first 
one needs the quality contained in a 10 Kb file. The image qualities required by the second and third users are contained in files of 
sizes 20 Kb and 50 Kb, respectively. Most lossy image compression methods would have to compress the same image three times, 
at different qualities, to generate three files with the right sizes. SPIHT, on the other hand, produces one file, and then three 
chunks—of lengths 10 Kb, 20 Kb, and 50 Kb, all starting at the beginning of the file—can be sent to the three users, thereby 
satisfying their needs. 

http://www.jetir.org/
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Analysis of Theoretical Sampling Distributed using combined LPETM and ANOM subgrouping
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Abstract

A whole new software reliability technology is introduced that predicts expected failures as well or superior to anything existing
software reliability models, which is simpler than any of the models that approach it in predictive legitimacy. The model
consolidates both execution time and schedule time components, each one off and this can be inferred. The model is assessed
using genuine information. Logarithmic Poisson Execution Time Model (LPETM) is a software reliability model which predicts
the normal disappointments like failures and henceforth related reliability quantities superior to existing software models. It
utilizes Non-Homogenous Poisson Process (NHPP) with a mean esteem work that is reliant on exponentially falling flaw
recognition rate. The Maximum Likelihood (MLE) is an aspect devised to accurate the LPETM model’s required intriguing
determinations. The Analysis of Means (ANOM) is the best graphical statistical techniques for contrasting group means to grand
mean to uncover convincing contrasts among means which are generated through adopted LPETM. The model is evaluated by
using Brazilian Electronic Switching System (BESS) for 1500 subscribers with 70 data entries and 100000 random percentiles
generated by using Python programming.
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Abstract
Sentiment analysis is the most widely used in many applications. Knowing the sentiment analysis for any of the

dataset becomes most important to know the sentiment for the given inputs. In this paper, the amalgamative

sentiment analysis framework developed for dividing the positive and negative emotions taken from the user's

tweets. In this system, an integrated social networking is developed which is integrated with ASAF. Results show

the classification of these tweets.
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Abstract
Text mining is the worldwide fast growing domain in research. Sentiment analysis is the one of the sub domain in

the text mining to extract the sentiment from the various texts available in the internet and from other sources.

Various existing systems are implemented to get the sentiment analysis with the migration of natural language

processing algorithms (NLP) and artificial intelligence algorithms.Various issues identified in the text mining with

sentiment analysis are solved very rarely. According to the previous research, deep-learning and artificial

intelligencebased TSA prediction method that comprises of a stacked auto encoder (SAE) model that is used to

learn generic linguistic and text semantic features But the system not reached up to the mark. In this paper,

Ensemble Feature Analysis Classifier to incorporate the new domain dimension within the rating and text based

sentiment analyzer. Implementation of this proposed prototype validates our claim and highlights our efficiency in

supporting multiple dimensions during sentiment analysis.
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Abstract: Sentiment analysis is the fast-growing field in the present world and this is also the part of the data mining. 

Analysing the sentiments of various documents, texts and reviews can be done by the various application or tools. To 

improve the results for given inputs various NLP, AI and deep learning algorithms are implemented for the better 

results. The proposed sentiment analyzer is language independent i,e this can analyze any of the language called as 

multilingual sentiment analysers.   Comparative results show the performance of the various algorithms. 

Keywords: Artificial Intelligence, NLP, text mining. 

I. INTRODUCTION 

Various emotions are present in the form of text called 

sentiment analysis. SA classifies the various emotions such 

as positive, negative, stress and neutral. Sentiments are 

analyzed based on the sentences, tweets, reviews, and 

various documents. This can be also analyzed the opinion 

of the users.  Text may in various formats i,e document 

format, text file format and concept format. Various 

classification techniques are implemented to get sentiment 

analysis for the various types of documents, sentences etc. 

To get the better sentiment analysis (SA) various NLP and 

deep learning techniques can be utilized for the better 

analysis.  

In general, some subjective sentiment expressions are 

pointed out necessarily and this is explained by Wilson et 

al. [2]. For the short documents, it is known that there is no 

basic difference between document and sentence level 

classifications [3]. In many applications, it is important 

that document level or sentence level classification text 

does not supply needed information or opinions on various 

features of every entity. Based on the above level it is 

known that these are not efficient because of their nature. 

In this paper, the proposed level of sentiment aims to 

classify the sentiment based on the specific aspects of 

objects. Firstly in this, to find the objects and their features 

or aspects. Various opinions are given by the various 

opinion holders for the same object. For example, "The 

food in this restaurant is not good but the cost of each item 

is low compared with other restaurants". This is taken 

consideration by the proposed aspect.     

In the last few years, many applications and enhancements 

are done on SA algorithms and techniques. The proposed 

Ensemble Feature Analysis Classifier (EFAC) is 

implemented and this will take two parameters into 

consideration I,e review rating and sentiment analysis for 

the given sentence which is done with artificial 

intelligence and with the convolutional neural network 

algorithm.     

II. LITERATURE SURVEY 

This section, describes various sentiment analysis 

techniques. 

Bruce and Wiebe made an effort to manually tag sentences 

as subjective or objective by different judges and the 

resultant confusion matrix was analyzed [19]. 14 articles 

were randomly chosen and every non-compound sentence 

was tagged. Also a tag was attached to conjunct of every 

compound sentence. Authors then attempted to identify if 

pattern exists in agreement or disagreement between 

human judges. Authors observed that manual tagging 

suffered due drawback of biased nature of human beings 

during tagging phase. 

Subrahmanian and Reforgiato graded sentiments by the 

combination of adjective, verb and adverb [11]. In contrast 

to the algorithms that extracted the sentiments using 

adjective - verb combination or adverb - adjective 

combination, the model was trained using adjective, verb 

and adverb combination. The opinion was drawn from 

eight combinations of positivity or negativity of adjective, 

verb and adverbs in the reviews. 

Cai et al. stated that solution for sentiment analysis should 

include a sentiment classification scheme as well as a 

sentiment topic detection scheme [15]. The sentiment 

classification component measured the relative sentiment 

(on a positive/negative scale) expressed by the words. The 

sentiment topic detection component detected the most 

significant topics hidden behind each sentiment category 

mailto:suneethachittineni@gmail.com


International Journal of Science Engineering and Advance

Technology,  IJSEAT, Vol. 6, Issue 12

ISSN 2321-6905

Dec -2018

www.ijseat.com Page 403

Efficient Conjunctive Cooperative Routing Schemes In Divergent Sensor
Networks

Marthi Anil Kumar 1, Dr. K.V.Samba Siva Rao2

1M.Tech (CSE) Student, 2Professor ,
Dept. of Computer Science & Engineering,

NRI Institute Of Technology, A.P., India.
marthianilkumar@gmail.com

Abstract — Wireless sensor networks are faced by
challenges not present in wired networks. Mobility of
nodes or lack of fixed infra in wireless sensor
networks gives rise to issues like route changes, link
failures, and need for change of IP addresses. These
reasons require changes at various layers of protocol
stack.In such a situation, their lifetime is expected to
be extended by cooperative packet forwarding. Albeit
a few scientists have learned about collaboration in
different WSNs, the greater part of them don't consider
the heterogeneity in the qualities of each WSN, for
example, battery limit, activity begin time, the quantity
of hubs, hubs areas, vitality utilization, parcel measure
or potentially information transmission timing, etc. In
a heterogeneous situation, gullible lifetime
enhancement with participation may not be reasonable.
In this paper, we propose a reasonable helpful steering
strategy for heterogeneous covered WSNs. It acquaints
a vitality pool with keep up the aggregate sum of
vitality utilization by helpful sending. The vitality pool
assumes a job of merchant for reasonable participation.
At last, reenactment results demonstrate the great
execution of the proposed strategy.

Keywords — Wireless Sensor Networks,. Fair
Routing Overlapped.

INTRODUCTION

As of late, as remote sensor systems (WSNs) are
broadly diffused, various covering WSNs developed
on a similar region turn out to be progressively normal.

IP and Routing

The stations in remote system don't stay at the
equivalent subnet because of versatility; subsequently
either their IP delivers should be changed as well as
the parcels ought to be sent to them. These
prerequisites have lead to advancement of versatile IP
Reference where the addresses are relegated to
portable has powerfully and the bundles are fittingly
sent to them. Session Initiation Protocol References
handles versatility at the application layer. In SIP, the
hub, when moves to a remote area, gets another IP
address from the DHCP base-station, and continues its
correspondence at the new IP address.

Taste straightforwardly bolsters name mapping and
redirection administrations, which underpins
individual portability – clients can keep up a solitary
remotely unmistakable identifier paying little respect
to their system area.

Delay Issues

The cell handoff delay is the timeframe between the
minute at which the portable hub recognizes the subnet
change, and the time at which it gets the principal
bundle of it continuous correspondence in the new
subnet. Existing versatility conventions have been for
the most part intended for system, and application
layers, and the dominant part of studies allude o the
intrinsic portability bolster given by the remote system.
The essential structure objective of any plan, that
handles versatility, is to keep the handoff delay as less
as could reasonably be expected. On the off chance
that the applications are ongoing the this oblige on
postponement turns out to be significantly increasingly
critical, as the constant applications are exceedingly
delay-touchy. Plans like portable IP and SIP exist that
handle versatility at system and application layers
separately, yet these are a few issues that are yet to be
fathomed in these plans.

Fig-1, Architecture of the system

As of late remote sensor systems (WSNs) have
gotten much consideration as a methods for gathering
and using information from genuine world. The
quantity of WSN applications has been expanding
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Abstract: Intrusion detection is one of the major fields of research and researchers are trying to 

find new algorithms for detecting intrusions. Clustering techniques of data mining is an 

interested area of research for detecting possible intrusions and attacks. The present dectection 

method different overview of existing Intrusion Detection Systems (IDS) along with their main 

principles. We propose new intrusion detection system based on a parallel particle swarm 

optimization clustering algorithm using the MapReduce approaches.. In our proposed  

framework for a Parallel Fuzzy Genetic Algorithm (PFGA) is developed classification and 

prediction over decentralized data sources. The model parameters are evolved using two nested 

genetic algorithms (GAs). The outer GA evolves the fuzzy sets whereas the inner GA evolves the 

fuzzy rules. During optimization, best rules are only distributed among agents to construct the 

overall optimized model. We implement our experiments K-means clustering algorithm and 

measured the performance based on detection rates and false positive rate with different cluster 

values. The KDD dataset which is freely available online is used for our experimentation and 

results are compared. 

Index Terms: Network, Attacks, k-means Clustering, Securitym, Fuzzy Classification; Rule-

Base; Fuzzy Logic System (FLS); Genetic Algorithm; Distributed Data Mining (DDM), 

 

1. INTRODUCTION 

Intrusion Detection System (IDS) is a device 

typically another separate computer that 

monitors activity to identify malicious or 

suspicious events [1]. Traditionally network 

users usually use firewall as the first line of 

defense for security. But with attacking tools 

and means becoming much more 

complicated, simple firewall is difficult to 

resist various attacks [2].  On the other hand, 

anomaly-based IDSs are able to detect new 

attacks that have not been seen before. 

However, this model produces a large  

 

 

number of false positives. The reason for 

this is the inability of current anomaly-based 

techniques to cope adequately with the fact 

that in the real world, normal, legitimate 

computer networks, and system usage 

changes over time [3]. This implies that any 

profile of normal behavior needs to be 

dynamic [4]. The pattern match against 

packet in network for worm signature 

detection [5]. We have used KDD dataset. 

Additionally the features were reduced to 

some level to have better accuracy using 
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Abstract: Intrusion Detection Technology is a research hotspot in the field of information security. This 

study introduces the types of traditional intrusion detection and data mining technology. The present article 

gives an overview of existing Intrusion Detection Systems (IDS) along with their main principles. Also this 

article argues whether data mining and its core feature which is knowledge discovery can help in creating 

Data mining based IDSs that can achieve higher accuracy to novel types of intrusion and demonstrate more 

robust behavior compared to traditional IDSs. In this research work new guidelines is proposed for an 

efficient GPU adaptation of Aho-corasick algorithm for regular expression matching. Also several 

techniques are introduced to optimization on GPU, including reducing global memory access, storage format 

for output table. In case of misuse detection, intrusion patterns are built automatically from a training data 

by the use of the random forest classification method. The adaptive immune system in our proposed 

architecture also takes advantage of the distributed structure, which has shown better self-improvement rate 

compare to centralized mode and provides primary and secondary immune response for unknown anomalies 

and zero-day attacks. 

Index Terms: Artificial immune system, Innate immune system, Data mining, Random Forest and 

Weighted K-Means. Aho-Corasick, Graphics processing Unit, security, intrusion detection

I. INTRODUCTION 

With the rapid development of the internet, the 

various attacks, which emerge endlessly in the 

network, have become a major threat to network 

and information security [1]. Traditionally, network 

users usually use firewall as the first line of defense 

for security. But with attacking tools and means 

becoming much more complicated, simple firewall 

is difficult to resist various attacks; therefore people 

put forward a kind of technology which can 

discover in time and report unauthorized or 

abnormal phenomena in the system, named 

intrusion detection technology [2].  Recent exploits 

also suggest that the more sensitive the information 

that is held is, the higher the probability of being a 

target. Several Retailers, banks, public utilities and 

organizations have lost millions of customer data to 

attackers, losing money and damaging their brand  

 

 

image [3]. In Multi pattern Matching algorithm 

we have to report all occurrence of pattern in given 

string. Multi pattern string matching use in number 

of application is network intrusion detection digital 

forensics, natural language processing [4]. For 

example Snort is open source network intrusion 

detection system which contained thousands of 

pattern that are match against packet in network for 

virus/worm signature detection [5]. They are 

correlation feature selection (CF) and minimal 

redundancy maximal relevance (mRMR). Another 

challenge of intrusion detection system is an 

imbalance between real and trained data [6]. Misuse 

detection has a key advantage is their high rate of 

accuracy in detecting known attacks. Their main 

drawback is the inability to detect novel attacks. 

Anomaly detection, built profiles based on normal 
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Abstract—Cloud Computing is a powerful, flexible, cost efficient platform for providing IT 

services over the Internet. However Cloud Computing has various levels of risk factors 

because services are maintained by third party vendors and the most important information 

is handled by third party, so harder to maintain the security. Steganography is the one of 

the technique to provide security for secret data in inserting an image or video. In the most 

of the steganographic algorithms secret data is inserted in Least Significant Bit of an image 

but the hackers easily detect the algorithm and hack the secret data easily. In this paper 

proposed an approach based on the heuristic genetic algorithm for hiding secret data in the 

original image and instead of considering only Least Significant Bit and we also consider 

Most Significant Bit with the help of Image Segmentation technique. The proposed 

approach will be tested and analyzed for various color and gray scale images of different 

sizes for different length of secret messages. The performance of the proposed approach will 

be analyzed with various parameters like PSNR, MSE and the results are good compared 

with existing algorithms.  

 

Index Terms— Heuristic Genetic Algorithm, Image Segmentation, PSNR, MSE. 

I. INTRODUCTION 

In Cloud Computing environment, one of the vital parameter is to providing security for user‘s secret data. 

We have so many approaches like cryptography, Steganography and watermarking hiding strategies, with the 

help of this techniques we can hide the secret data in an image. Those techniques are suffered with some 

problem because in this environment data is maintained by third party from different locations of different 

users with different formats. In cloud environment data is accessed by third party and it is difficult to 

maintain the security. So it is necessary to have novel method which can have the capability of embedding 

data securely before placing into the cloud environment. For this in the proposed approach Steganography 

technique has chosen and image segmentation is utilized for maintaining of data secrecy. 

Steganography is the art and the science to hide the secret data in the form of text, audio and video in an 
image (cover image). In other words, steganography is a one of the way to hide the secret data from 

unauthorized persons or which cannot know the presence of secret data for unauthorized persons or hackers. 

There are several algorithms to hide the secret data in an image to protect it from unauthorized hackers. This 

paper introduce a new approach which will hide the secret data in LSB and MSB bits of the image with an 

heuristic  genetic  algorithm  and  image  segmentation  technique.  Also,  this  proposed algorithm is used for  
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Abstract—Steganography is one of the vital and popular techniques to protect the sensitive 

data from an unauthorized person or from third party. Now a day’s providing security for 

data is one of the vital concepts. Due to this growing need for security of message, image 

steganograpghy is become popular. The traditional steganography algorithms consists of 

Least Significant Bit embedding, but this technique known to everyone and easily detected 

by third party or hackers. In this Least Significant Bit embedding technique many of the 

algorithms are embed the secret data in sequential form. Instead of this if the data can be 

embedded in random pixels it leads to provide a better security. So in this a paper we 

present a novel approach to embed data in the prime number based edge pixels of the image 

by extending various least significant bit embedding algorithms. This prime numbers are 

also trained with Artificial Neural Networks in order to get actual pixels values for 

embedding secured data. This algorithm ensures better results against providing security 

for data when compared to other popular existing algorithms.  

 

Index Terms— Steganography, Cascading Feed Forward Network, PSNR, MSE. 

I. INTRODUCTION 

The term Steganography comes from the Greek Words” STEGANOS, GRAPHIE. The Steganos means 

“covered” and Grpaphie means “writing”. The main aim of steganography is to provide security for user data 

from unauthorized persons. In this technique the secret data is placed inside of the image which is not visible 

by the human eye directly. We have so many ways of steganogarphy techniques, like image steganography, 

audio steganography and video steganography. Due to the need of security we choose either one the security 

technique in order to hide the data securely, among those in this we choose image steganography technique 

because in this data is not directly visible by the human eye typically. 

The normal image steganography technique or algorithm uses Least Significant bit embedding. The main 

advantage of this algorithm is simple and it is easily to hide the secret data in LSB pixels of the image. But it 

can be easily detected by anyone who has the basic idea about the steganography technique because it is 

simple to extract an LSB pixels form an image. So it is less secure if we embed secret data in LSB pixels of 
an image. So instead of inserting an image in sequential pixels better to insert in the random pixels of an 

image it leads to performance improvement of the algorithm. But choosing random pixels of an image is also 

simple technique because every one generates random pixels with some basic predefined functions. 
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Abstract: The underlying assumptions of Software reliability growth models are often violated in practice, 

however they are quite robust despite these assumption violations. In practice, there is no method to know which 

models to apply. In this paper an empirical method is presented for selecting a best SRGM among a set of 

SRGMs. They are fitted to cumulative failure data and used to estimate the Reliability of the software. In 

principle, two widely used methods for the parameter estimation of SRGMs are the Maximum Likelihood 

Estimation and the Least Squares Estimation. However, the approach of these two methods may impose some 

restrictions on SRGMs, such as the existence of derivatives from formulated models or the needs for complex 

calculation. In this paper, a Modified Genetic Algorithm (MGA) is proposed to assess the reliability of software 

on Time domain software failure data using Rayleigh model which is Non-Homogenous Poisson Process based. 

Experimental results shows that the proposed  algorithm is more effective and faster than traditional 

algorithms. 

Keywords: Software reliability, Rayleigh model, Time domain data, Mean Value Function, Modified Genetic 
Algorithm, NHPP. 

 

I. INTRODUCTION 
Software reliability is one among a number of important attributes of software and its assessment to 

evaluate the quality of software system. In software industry, one of the most difficult problems is to ship a 
reliable product. Therefore it is necessary to have accurate and fast estimation techniques for verifying software 
reliability. For the past Five decades, many Software Reliability Growth Models (SRGMs) have been proposed 
in estimating reliability growth of software products. SRGMs can be used to depict the behaviour of observed 
software failures characterized by either times of failures or by the number of failures at fixed times (Lyu, 1996).  

The parameters of SRGMs are generally not known and have to be estimated based on collected failure 
data. Two of the most popular estimation techniques to estimate the unknown parameters are Maximum 
Likelihood Estimation (MLE) and Least Squares Estimation (LSE) (Ohba, 1984; Goel, 1985). In fact, MLE and 
LSE involve the property of probability theory and statistical analysis. Thus, this may impose restrictions such 
as the continuity, the unimodality, the existence of derivatives from formulated models, the complex likelihood 
function etc., on the parameter estimation of SRGMs (Minohara and Tohma, 1995; Costa et al., 2007). The 
method of MLE estimation by solving a set of simultaneous equations is better in deriving confidence intervals. 
The method of LSE minimizes the sum of squares of the deviations between what we actually observe and what 
we expect. Nevertheless, LSE is suitable for fitting data from small to medium sample sizes (Wood, 1996), 
while MLE is considered to be better statistical estimator for large sample sizes.  In particular, when the 
formulated model of SRGMs is complicated or the sample size of failure data is large, these two estimation 
techniques may not be effective to find out the optimal solutions and generally require to be solved numerically. 
Hence, the more effective and applicable approaches for the parameter estimation of SRGMs may be necessary.   

In recent years, the Genetic Algorithms (GAs) has gained popularity in solving the optimization 
problem of scientific fields (Goldberg, 1989; Mitchell, 1998). Because, the parameter estimation can be 
reformulated as a searching process within the domain of all the feasible solutions (Harman and Jones, 2001; 
Jiang, 2006), it may be attractive to introduce GA into the process of software reliability modeling (Dai et al., 
2003). Therefore, in this paper, a modified genetic algorithm (MGA) (Chao-Jung,2008; Kim et al., 2015) is 
proposed to estimate the parameter of the SRGMs. We attempted to modify GA’s operators with weighted bit 
mutation and a rebuilding mechanism to improve the performance and efficiency of estimations. Finally, the 
applicability of proposed MGA, the result of parameter estimation and the reliability with Rayleigh model will 
also be demonstrated through real data.     

The rest of this paper is organized as follows. Section 2 surveys NHPP based SRGMs and in specific 
Rayleigh Model along with the past researches of GAs in software engineering areas. In Section 3, an effective 
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Abstract - The other name of text mining is text analytics. In 
the present world everyday huge data is generated 
everywhere such as social networking, airlines, spam mails 
and finding the interesting and important data from various 
sources. Text mining reads the data, analyze the data based 
on the topic present in that data. Natural Language 
processing (NLP) is the sub domain of the text mining. 
Many researchers have been done to solve the ambiguity 
problem the work is still immature. In this paper, the new 
ensemble approach which is merged with the features of text 
mining approach, NLP technique and artificial intelligence. 
This shows the result based on the documents mining with 
document or article belongs to which topic such as political, 
sports, technology and various domains. The dataset utilized 
for this project is 29-documents and 65-documents synthetic 
datasets. 

Keywords - Artificial Intelligence, NLP, text mining. 

I. INTRODUCTION 

All kind of colleges, associations, and business ventures are 
using to store data in various databases. An enormous 
measure of content is streaming over the web as advanced 
libraries, archives, and other textual data, for example, 
online journals, web-based social networking system and 
messages [1]. It is demanding task to decide proper 
examples and patterns to retrieve important information 
from this huge volume of information [2]. It is very tedious 
for the existing data mining techniques to handle the textual 
data. 

Text mining retrieves the interesting and various remarkable 
patterns to define the textual data [3]. A few content mining 
systems like outline, grouping, bunching and so forth, can 
be connected to remove information. Content mining 
manages regular dialect content which is put away in the 
semi-organized and unstructured organization [4]. Content 
mining procedures are persistently connected in industry, 
the scholarly world, web applications, web and different 
fields [5]. Application territories like web indexes, client 
relationship administration framework, channel messages, 
item proposal investigation, extortion discovery, and online 
networking examination utilize content digging for 
assessment mining, include extraction, supposition, 
prescient, and drift examination [6].  

Extracting the precious data from various documents, 
HTML files and articles belongs to various domains such as 
sports, political, social networking etc. To identify the 
patterns in every article and categorize the articles based on 

the data present. In this paper, text mining algorithm is 
utilized to extract the information; NLP is used to extract 
the huge interesting data from the given articles. The AI 
algorithm Naive Bayes is used for feature extraction. The 
results are shown in three phases matching articles, feature 
extraction, and show the labels.   

This paper is organized in different sections. Previous work 
is discussed in Section II. In Section III, existing techniques 
of text mining are explained. Section IV presents the 
proposed system. In section V, Results. Section VI 
concludes the outcomes. 

II. LITERATURE SURVEY 

This section II explains the previous works based on text 
mining, NLP and AI. 

S.H. Liao et al. [5] that get-together, separating, pre-
preparing, content change, highlight extraction, design 
determination, and assessment steps are a piece of content 
mining process. What's more, extraordinary broadly utilized 
content mining methods, i.e., grouping; arrangement, choice 
tree order, and their application in assorted fields are 
reviewed.  

N. Zhong et al. [8] featured the issues in content mining 
applications and systems. They talked about that managing 
unstructured content is troublesome when contrasted with 
organized or unthinkable information utilizing conventional 
mining instruments and systems. They have demonstrated 
the uses of content mining process in bioinformatics, 
business knowledge and national security framework. NLP 
and ERT have lessened the issues that happen amid content 
mining process. In any case, there exist issues which require 
consideration.  

A. Henriksson et al. [9] investigated MEDLINE biomedical 
database by incorporating a structure for named element 
acknowledgment, characterization of content, theory age 
and testing, relationship and equivalent word extraction, 
separate truncations. This new system takes out pointless 
subtle elements and concentrates important data.  

B. Laxman and D. Sujatha [10] examined the content 
utilizing content mining designs and demonstrated term 
based methodologies can't investigate equivalent words and 
polysemy appropriately. Also, a model was intended for 
determination of examples regarding allocating weight as 
indicated by their conveyance. This approach upgrades the 
productivity of content mining process. C. P. Chen and C.-
Y. Zhang [11] introduced a wrongdoing identification 
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Abstract- Today Big Data draws a lot of attention in the IT 
world. The rapid rise of the Internet and the digital economy 
has fuelled an exponential growth in demand for data storage 
and analytics, and IT department are facing tremendous 
challenge in protecting and analyzing these increased volumes 
of information. The reason organizations are collecting and 
storing more data than ever before is because their business 
depends on it. The type of information being created is no 
more traditional database-driven data referred to as structured 
data rather it is data that include documents, images, audio, 
video, and social media contents known as unstructured data 
or Big Data. Big Data Analytics is a way of extracting value 
from these huge volumes of information, and it drives new 
market opportunities and maximizes customer retention. This 
paper primarily focuses on discussing the various technologies 
that work together as a Big Data Analytics system that can 
help predict future volumes, gain insights, take proactive 
actions, and give way to better strategic decision-making. 
Further this paper analyzes the adoption, usage and impact of 
big data analytics to the business value of an enterprise to 
improve its competitive advantage using a set of data 
algorithms for large data sets such as Hadoop and 
MapReduce. 
 
 Keywords-  Big Data, Analytics, Hadoop, MapReduce 
 

I. INTRODUCTION 
Big Data is an important concept, which is applied to data, 
which does not conform to the normal  structure of the 
traditional database. Big Data consists of different types of 
key technologies like Hadoop, HDFS, NoSQL, MapReduce, 
MongoDB, Cassandra, PIG, HIVE, and HBASE that work 
together to achieve the end goal like extracting value from 
data that would be previously considered dead. According to a 
recent market report published by Transparency Market 
Research, the total value of big data was estimated at $6.3 
billion as of 2012, but by 2018, it’s expected to reach the 
staggering level of $48.3 billion that’s almost a 700 percent 
increase [29]. Forrester Research estimates that organizations 
effectively utilize less than 5 percent of their available data. 
This is because the rest is simply too expensive to deal with. 
Big Data is derived from multiple sources. It involves not just 
traditional relational data, but all paradigms of unstructured 
data sources that are growing at a significant rate. For 
instance, machine-derived data multiplies quickly and contains 
rich, diverse content that needs to be discovered. Another 
example, human-derived data from social media is more 

textual, but the valuable insights are often overloaded with 
many possible meanings. 
Big Data Analytics reflect the challenges of data that are too 
vast, too unstructured, and too fast moving to be managed by 
traditional methods. From businesses and research institutions 
to governments, organizations now routinely generate data of 
unprecedented scope and complexity. Gleaning meaningful 
information and competitive advantages from massive 
amounts of data has become increasingly  important to 
organizations globally. Trying to efficiently extract the 
meaningful insights from such data sources quickly and easily 
is challenging. Thus, analytics has become inextricably vital to 
realize the full value of Big Data to improve their business 
performance and increase their market share. The tools 
available to handle the volume, velocity, and variety of big 
data have improved greatly in recent years. In general, these 
technologies are not prohibitively expensive, and much of the 
software is open source. Hadoop, the most commonly used 
framework, combines commodity hardware with opensource 
software. It takes incoming streams of data and distributes 
them onto cheap disks; it also provides tools for analyzing the 
data. However, these technologies do require a skill set that is 
new to most IT departments, which will need to work hard to 
integrate all the relevant internal and external sources of data. 
Although attention to technology isn’t sufficient, it is always a 
necessary component of a big data strategy. This paper 
discusses some of the most commonly used big data 
technologies mostly open source that work together as a big 
data analytics system for leveraging large quantities of 
unstructured data to make more informed decisions.  
 

II. LITERATURE REVIEW 
Big Data is a data analysis methodology enabled by recent 
advances in technologies that support high-velocity 
datacapture, storage and analysis. Data sources extend beyond 
the traditional corporate database to include emails,mobile 
device outputs, and sensor-generated data where data is no 
longer restricted to structured database recordsbut rather 
unstructured data having no standard formatting [30]. Since 
Big Data and Analytics is a relatively newand evolving 
phrase, there is no uniform definition; various stakeholders 
have provided diverse and sometimescontradictory definitions. 
One of the first widely quoted definitions of Big Data resulted 
from the Gartner report of2001. Gartner proposed that, Big 
Data is defined by three V’s volume, velocity, and variety. 
Gartner expanded itsdefinition in 2012 to include veracity, 
representing requirements about trust and uncertainty 
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Abstract: A MapReduce workload generally contains a set of jobs, each of which consists of multiple map tasks followed 
by multiple reduce tasks. Due to 1) that map tasks can only run in map slots and reduce tasks can only run in reduce slots, 
and 2) the general execution constraints that map tasks are executed before reduce tasks, different job execution orders 
and map/reduce slot configurations for a MapReduce workload have significantly different performance and system 
utilization. This paper proposes two classes of algorithms to minimize the makespan and the total completion time for an 
offline MapReduce workload. Our first class of algorithms focuses on the job ordering optimization for a MapReduce 
workload under a given map/reduce slot configuration. In contrast, our second class of algorithms considers the scenario 
that we can perform optimization for map/reduce slot configuration for a MapReduce workload. We perform simulations 
as well as experiments on Amazon EC2 and show that our proposed algorithms produce results that are up to 15 _ 80 
percent better than currently unoptimized Hadoop, leading to significant reductions in running time in practice. 
 

INTRODUCTION 
MapReduce and Hadoop are used to support batch processing for jobs submitted from multiple users (i.e., MapReduce 
workloads). Despite many research efforts devoted to improving the performance of a single MapReduce job, there is relatively 
little attention paid to the system performance of MapReduce workloads. Therefore, this paper tries to improve the performance 
of MapReduce workloads. Makespan and total completion time (TCT) are two key performance metrics. Generally, makespan is 
defined as the time period since the start of the first job until the completion of the last job for a set of jobs. It considers the 
computation time of jobs and is often used to measure the performance and utilization efficiency of a system. In contrast, total 
completion time is referred to as the sum of completed time periods for all jobs since the start of the first job. It is a generalized 
makespan with queuing time (i.e., waiting time) included. We can use it to measure the satisfaction of the system from a single 
job’s perspective through dividing In this paper, we target at one subset of production MapReduce workloads that consist of a set 
of independent jobs (e.g., each of jobs processes distinct data sets with no dependency between each other) with different 
approaches. one MapReduce can only start only when its previous dependent jobs finish the computation subject to the input-
output data dependency. In contrast, for independent jobs, there is an overlap computation between two jobs, i.e., when the 
current job completes its map-phase computation and starts its reduce-phase computation, the next job can begin to perform its 
mapphase computation. 
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Abstract 

Data can be analyzed by observing the homogeneity of means 

with the aid of well-known technique –Analysis of Means 

(ANOM) that decides that the given live data identified to 

follow the best suitable model out of proposed competing 

models. The competing models are tested for their suitability 

for each dataset depending on the structure of dataset using a 

more rational technique based on Correlation coefficient 

rather than graphical technique namely Quantile-Quantile 

(QQ) Plot. The best identified model and the corresponding 

dataset are then paired to develop the ANOM calculation 

procedure using R. 

Keywords:  ANalysis Of Means, subgrouping, Maximum 

Likliehood Estimation (MLE), Half Logistic Disstribution 

(HLD), Correlation, Reliabilit, Visualization of Data 

 

INTRODUCTION  

Data plays a vital role in understanding the nature of the 

domain in which it is generated. Data generated is said to be 

different types based on its nature like descriptive, inferential, 

grouped, ungrouped etc. We can broadly categorize into 

quantitative and qualitative. Qualitative data emboss the 

nature and help in understanding behaviour of the process 

which generated the data. Generally Qualitative data when is 

in the form the counting or capturing the measure during a 

period we consider it as grouped data. All such data are best 

analysed using Poisson Models. Poisson Process models are 

again categorized into homogeneous and non- homogeneous 

based on the interval during which the data is captured. The 

time intervals in between the event occurrences play a vital 

role in assimilating and visualizing the data [1]. 

Data analysis is critical in portraying the revelations from 

various origins of data. It acts like a filter in acquiring 

meaningful insights out of huge datasets. Analysing the data 

using statistical approach aids in reaching the research 

conclusion removing the human bias factor. 

To inspect the data for its insight and behaviour various 

techniques are available namely central tendencies, dispersion 

measures, analysis of means & variances, distribution models, 

etc. [1]. Data diagnosis is carried out by various techniques 

but usage of distribution models has a greater impact and 

gives a truthful insight on data 

In this paper, the main focus is to identify the nature and 

behaviour of means of the data using Analysis of Means 

(ANOM) over the selected model. The following sections  

The following sections are portrayed to detail the distribution 

model in consideration for the data - Half Logistic 

Distribution (HLD) model is considered for analysing 

data.The unknown parameters of the models are estimated 

using Maximum Likelihood Estimation (MLE) process in 

Section II. 

In section III the justification of the selected model is further 

investigated to clinch to the best suited model by using 

correlation coefficient instead of traditional graphhical 

approach of QQ-Plots. In section IV the model is applied and 

data is deeply inspected to attain a detail picture on the 

homogeneity of means using ANOM under various measures. 

All the process mentioned is coded and implemented in 

statistical programming language R. 

Section V is presented with the experimentation datasets, 

results of MLE, correlaton coefficient comparisions, ANOM 

subgrouping and corresponding graphs and the detailed 

analysis of the obtained results and the conclusion follows in 

section VI. 

 

HLD PARAMETER ESTIMATION USING MLE 

PROCESS. 

Assessment of parameters is very influential in predicting the 

software reliability. Upon concluding the analytical solution 

for the mean value function m(t) for the specific model, the 

MLE technique is enforced for attaining the parameter 

estimation. The crucial intention of Maximum Likelihood 

parameter Estimation is to resolve the parameters that 

magnify the probability of the fragment data. The MLE is 

deliberated as vigorous, robustious and mathematically fierce. 

They yield estimators with good statistical factors. In the 
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Abstract

Data security is a major issue in computer science and
information technology. In the cloud computing
environment, it is a serious issue because data is located in
different places. In the cloud, environment data is
maintained by the third party so it is harder to maintain
security for user’s data. There is a prominent need for
security for cloud data, so we proposed an approach which
provides better results as compared to previous
approaches. In this work, we tried to secure the data by
using image steganography partition random edge-based
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 
Abstract: Human thoughts consists of of a massive variety of 

interconnected neurons. The examples of collaboration among 

those neurons are spoken to as issues and enthusiastic states. As 

indicated through way of the human contemplations, this example 

will change which thusly produce particular electric powered 

waves. A muscle compression will likewise create a one in every of 

a kind electrical sign. a variety of these electric powered waves will 

be detected by way of the cerebrum wave sensor and it'll change 

over the records into parcels and transmit thru Bluetooth 

medium.Level analyzer unit (LAU) gets the thoughts wave crude 

records and it's going to listen and device the signal using 

MATLAB level that's seemed in data getting ready unit. At that 

factor the manage directions may be transmitted to the robotic it 

truly is the assistive robotic. With this whole framework, we are 

able to drift a robotic as consistent with the imparting instructions 

to the robot and it very well can be have become by means of 

squint problems and it has an inclination to be grew to become by 

flicker muscle constriction. 

Electroencephalography (EEG) is the estimation of electrical 

motion inside the residing mind. in this assignment we applied a 

brainwave sensor to dissect the EEG alerts . This plan speak about 

making geared up and recording the crude EEG signal from the 

thoughts Wave sensor within the MATLAB situation and through 

WIFI transmission control recommendations can be exceeded to 

the robotic section. thoughts wave sensors are not utilized in 

clinical use, however are applied inside the thoughts Brain 

Control Interface (BCI). 

The BCI is a prompt correspondence pathway among the 

cerebrum and an outside framework to offer direct 

correspondence and control between the human personality and 

substantial gadgets through disentangling various instances of 

cerebrum movement into guidelines step by step . This endeavor 

works of art fuses of a Processor utilizing cerebrum wave sensor 

and arranged unit block prominence unit as device parts and a 

fruitful musings signal system utilizing Matlab organize. directly, 

the proprietor wants to test whether the automated move or never 

again. on the off hazard that he's a now not strolling, by then the 

automated will obviously start. Be that as it can, at the off risk that 

he's ordinary mode, by then the vehicle will run and there's no 

notice. while the vehicle got gleaming request it will prevent at any 

rate the spot. what's more, if the owner wants to move the car he 

has a need to come ordinary mode. this can keep a key good ways 

from the improvement sooner or later of up close and personal.  

The present day system isn't having any faraway control leisure 

activity. depend upon others to work and No muscle withdrawal 

identifying and the proposed structure is having the mind wave 

examination for the sign which can be taken from the human 

cerebrum as appeared in the rectangular chart, is having 

controlling of the mechanical utilizing Human thoughts, Self 
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controlled and working office for not to rely on others to work. 

This endeavor at Matlab, explains that tranquil speakme inside 

the sentiment of this stage is "discerning effort to express a word, 

portrayed through unpretentious advancements of inner talk 

organs without unquestionably voicing it." The way gets markers 

from the cerebrum to the muscle bunches while the client 

purposely vocalizes inside. The device later companions such 

banner with an out of entryways preparing framework. Like talk 

affirmation structures, it allows the customer to make solicitations 

to such gadgets, however without reporting anything.  

 

Keywords: Brainwave sensor EEG, Wi-Fi, brainwave 

visualizer, Smart Sensors, Processors, Assistive Robot, Care givers     

I. INTRODUCTION 

In India, the more seasoned masses far and wide is 
tirelessly expanding. the amount of individuals 60 years old 
and extra snared expanded to directly around 900 million out 
of 2015 and resolved to achieve 2 billion by methods for 
2050. In India, at present, the whole mean male and lady is 
fifty one million and 53 million. existing crisis facilities, care 
centers and unmistakable establishments starting at now 
convey care to severa physically disabled and more seasoned 
sufferers. these are over the zenith expensive and practical. 
more prominent master and sufferers might want to remain 
inside the comfort of their home wherein they feel extra sure 
than moving to any very estimated adult thought or human 
administrations work environments. in this manner, if more 
noteworthy mounted developed u.s.can complete self-care 
sports without every other person, it will encourage them to 
keep up self-governance and outfit them with a feeling of 
accomplishment and potential to acknowledge opportunity 
longer. The most extreme ideal strategy to help them is to 
give a real area that advances dynamic developing utilizing 
creative developments, for instance, Artificial Intelligence 
(AI), mind waves, brilliant homes and assistive robots. This 
mission recommendation outfits a self-care brandishing 
exercises course of action with a mind wave oversaw 
assistive robot, manufactured Intelligence and cloud 
organizations. the world changed over into new observations 
with imaginative endeavors and advances. 

II. TECHNOLOGIES 

2.1.1 Artificial Intelligence 

programmed thinking is a procedure for making a PC, a pc 
controlled automated, or an item think acutely, in the near 
way the savvy individuals suppose.AI is developed by 
pondering how human cerebrum thinks, and how individuals 
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Abstract —The public cloud server like Amazon, Microsoft Azure, Google Drive, etc. With the 

help of data outsourcing, the organizations can provide reliable data services to their users 

without any concerns for the data management overhead. . Normally, CSPs (Cloud Service 

Providers) take care of the data and its privacy, but there are some of the factors because of 

which the data privacy and user identity may be violated like an apostate employee, etc. 

Therefore, data owners should encrypt their respective sensitive data before outsourcing it to the 

public cloud server. Because the data is getting encrypted before outsourcing which may affect 

the performance of some important data accessing operations like searching of a document, etc. 

Searchable encryption is a cryptographic method to provide security. In literature many 

researchers have been working on developing efficient searchable encryption schemes. , we 

present a secure multi-keyword ranked search scheme over encrypted cloud data, which 

simultaneously supports dynamic update operations like deletion and insertion of documents. So 

we propose Encryption Module. This entity is considered to be a trusted third party which is 

responsible for the generation and management of the decryption Data. So we by considering 

this we can reduce the data owner work load. 

 Keywords — Cloud Storage, multi Ranked-Search, Encrypted-Data Search, secure cloud. 

 

INTRODUCTION 

Security and privacy concerns have been the 

major challenges in cloud computing. The 

hardware and software security mechanisms 

like firewalls etc. have been used by cloud 

provider. These solutions are not sufficient 

to protect data in cloud from unauthorized 

users because of low degree of transparency 

[4]. Since the cloud user and the cloud 

provider are in the different trusted domain, 

the outsourced data may be exposed to the 

vulnerabilities [5]. Thus, before storing the  

 

valuable data in cloud, the data needs to be 

encrypted [2]. Data encryption assures the 

data confidentiality and integrity. To 

preserve the data privacy we need to design  

a searchable algorithm that works on 

encrypted data [13]. Many researchers have 

been contributing to searching on encrypted 

data. The search techniques may be single 

keyword search or multi keyword search 

[11]. In huge database the search may result 

in many documents to be matched with 
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Abstract 
 

Overseen Interruption Recognition Framework is a framework that has the capacity of picking up from cases about past attacks to 

perceive new strikes. Using ANN based interruption discovery is promising for decreasing the amount of false negative or false positives 

in light of the fact that ANN has the capacity of picking up from certified cases. In this article, a made learning model for Quick Learning 

System (FLN) in light of fluffy firefly streamlining (FFO) has been proposed and named as FF-FLN. The model has been associated with 

the issue of interruption location and endorsed in perspective of the famous dataset KDD99. Our created strategy has been taken a gander 

at against a broad assortment of meta-heuristic figurings for planning ELM, and FLN classifier. FF-FLN has defeated other learning 

approaches in the testing exactness of the learning. 

 
Keywords: Fast learning network, IDS, Fuzzy Firefly’s, ANN. 

 

1. Introduction 

In current days, security angles for PC arrange is a key disturb of 

PC human advancement in view of the quick improvement of 

advances and web administrations. Advances in PC innovation 

have engaged a few new possibilities, including the capacity to 

remotely control and oversee frameworks, too opening up a door 

to get together of data through online sources. In associations level 

the essential concern is digital security, it investigated the 

different issues experienced by Multinational organizations in 

watch their data security, accessibility and unwavering quality. 

The inspiration has made by above thing for keeping frameworks 

anchored from any fringe machines, program, or individual going 

for breaking the security line of the system. There are numerous 

trappings and applications innovatively progressed to 

development the security of the environment like machines, 

systems and PCs. There is a one instrument that endeavors to 

shield the machines from an aggressor is called Interruption 

identification framework (IDS).IDS screens the single machine or 

PC compose for interloper [2]. It is useful in perceiving successful 

intrusions, and in addition in watching tries to break security, 

which gives basic information to favorable counter-measures [3].  

The basic recommendation to use interruption identification 

endeavoring to address misuses and frameworks organization 

attacks in PCs, was progressed by Dorothy E. Denning in 1987 

[4]. The strategy is executed by an interruption identification 

system. Before long such systems are for the most part available 

with combination. [5], points out the general deficiency and 

nonattendance of ampleness gave by the present monetarily open 

structures, this uncovered the necessity for advancing exploration 

on more intense interruption identification systems. With a 

particular ultimate objective to execute the methodology of 

interruption location, there is a need to recognize constant or 

attempted interruptions or strikes on the structure or framework, 

this unmistakable evidence data consolidate data aggregation, lead 

portrayal, data decreasing, and in end declaring and response, this 

is suggested, as ID [6].The IDS tried to choose whenever checked 

customer activity or framework development is threatening. If a 

noxious attack is distinguished, an alert would be made. Diverse 

particular are available for IDSs' to perceive an ambush, for 

instance, eccentricity discovery or signs of attack, [7] moreover 

raises that the accomplishment of IDS depends on these systems. 

One among the first factors speaking to the ampleness of the IDS 

is the idea of the component advancement and feature assurance 

figuring.  

There exists an extensive number of procedures, a vast segment of 

which have been used for different interruption location models to 

play out a varying arrangement of basic errands, a segment of 

these techniques fuse; Machine learning based, Half and half 

ANN based and also planned frameworks. Likewise, as shown by 

[8], there are cream data mining designs, different leveled hybrid 

keen structure models, and outfit learning approaches all of which 

have gotten popularity in progress investigated.  

In this paper we proposed an IDS dependent on Quick learning 

system and an advanced strategy called Fluffy firefly technique. 

Whatever remains of the present work is organized everything 

considered. 

2. Related work 

In The likelihood of an execution examination among Grunt and 

Suricata isn't new. Both perform well, anyway are not perfect and 

have confinements as showed up in our examinations. Snort has a 

lone hung outline, and Suricata has a multi-hung designing which 

makes the two IDS obvious from one another, yet the oversee set 

is the customary part of the two IDS. Gathering the framework 

development and accuracy of the control set are the key parts of 

the two IDS's execution. In addition, PC have execution 

unmistakably influences the general IDS execution. An execution 

examination consider [8] was finished on Grunt and Suricata IDS 

http://creativecommons.org/licenses/by/3.0/
http://www.sciencepubco.com/index.php/IJET
mailto:bhdasaradh@gmail.com


Privacy preserving data publishing based 
on sensitivity in context of Big Data using Hive
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Introduction

As a part of information sharing through internet every organization publishes the per-

sonal data which they collect from different users [1]. This published data may disclose 

personal private information. The data provided by the corporations, government and 

individuals will create enormous opportunities for individual knowledge based decision 

making [2]. In consideration of the mutual benefits or by the rules that require to publish 

the data, there is a demand for exchange or publication of data among various parties. 

Personal data in its actual form, however, typically contains individual sensitive informa-

tion and if this data published as it is then that kind of data will violate the individual 

privacy [3]. The present practice initially relies on guidelines and policies to deprive the 

types of publishable data and on agreements on the use and storage of sensitive data. 

The limitation of this approach is that it either manipulates data overly or requires a 

trust level that is practically very low in many present data sharing scenarios [4, 5]. For 

instance, contracts and agreements between any parties cannot ensure that sensitive 

data will not be carelessly misplaced and end up in the wrong hands.

The actual task of the data provider is to develop methods and tools for publishing data 

in more antagonistic environment, so that the data will be available to the needed people 

Abstract 

Privacy preserving data publication is the main concern in present days, because the 

data being published through internet has been increasing day by day. This huge 

amount of data was named as Big Data by its size. This project deals with the privacy 

preservation in context of big data using a data warehousing solution called hive. We 

implemented nearest similarity based clustering (NSB) with Bottom-up generalization 

to achieve (v,l)-anonymity which deals with the sensitivity vulnerabilities and ensures 

the individual privacy. We also calculate the sensitivity levels by simple comparison 

method using the index values, by classifying the different levels of sensitivity. The 

experiments were carried out on the hive environment to verify the efficiency of algo-

rithms with big data. This framework also supports the execution of existing algorithms 

without any changes. The model in the article outperforms than existing models.

Keywords: Sensitivity, Sensitive level, Clustering, PPDP, Bottom-up generalization, Big 

Data
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ABSTRACT

The system is regarding the remotely overseen Door availability and voice alarming with the help of Smart

Phone. It captures the guest picture at the Door as Email caution. Use of Smart home security control framework

became essential in our day to day life. This paper describes the outline of an advanced home security

framework. In this method the door availability has been controlled based on guest character by considering the

human movement location and remotely checking innovation. This paper describes the remote control

framework execution and organization and allows the validated individuals in to a home as it were. This

Security Framework can be implemented by using switch/calling bell and a Camera module. The camera

module captures the pictures of the guest separately and ideally to make the home security framework alive on

demand. In this method we used an Electromagnetic entryway bolt module which created the entryway

availability. This proposed framework deploys a controller interface framework and LPC 2148. If a guest press

calling bell at the door then the web Camera module is interfaced with switch to capture pictures and send these

pictures as Email caution with the help of TCP/IP protocol. Now, we can control this home security system by

seeing camera module video stream with the help of Smart cell Phone. Like this, the proposed home security

framework allows us for sending an order as a reply of voice ready whenever the gatecrasher recognized using

smart phone. By using android stage and improved JavaScript, the Clients can see the guest on the screen and

able to control the entryway by locking or unlocking the door. This software can be used in a wide range of

application where the physical nearness can't be possible forever i. e in territories. The entire control framework

is implemented with LPC 2148 now a days usage of smart lock system is increasing day by day in wide range of

applications. This efficient effort less low power calling bell based home lock system is essential for security

purpose in every home and offices. So many nations are worked on home based locking frame work to

implement advanced technologies in it. Most of smart houses and business offices are associated with a chip for

security purpose. Though numerous advancements take place, the clients face troubles i. e interface problems in

utilizing this smart lock system. To avoid such type of issues i proposed microcontroller. This advanced home

security system is useful for real time home environment.
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Abstract-In this paper an attempt has been made to implement the fast kNN classification algorithms to detect 
intruders without compromising the accuracy within short span of time. The objectives of this paper is  to 
implement the VIPDS (Variance Index based Partial Distance Search) based k Nearest Neighbor (kNN) on a 
benchmark dataset CIDDS-001 and compare the performance with traditional kNN Partial Distance Search kNN 
classifier with less computational time without loss of accuracy.  .  For this study to adopt two performance 
measures are considered i.e., accuracy and computational time. Finally the results and discussions are presented. 
 
Keywords: Cloud Computing, Cloud Security, Intrusion Detection System, kNN classifier 
 

I. Introduction 
 

Cloud computing is a technology that provides various services like storage, computing etc., for heterogeneous 
community of users. Cloud computing is a promisingarea that is providing solution for the most of the service 
issues and infrastructure optimization of the Information Technology.  Even though cloud computing provides a 
better services to the vendors; some of its biggest challenging issues aredata reliability and security. 
 
Intrusion Detection System (IDS) can provide a better security measures for cloud computing environment by 
investigating configurations, logs, network traffic, and user actions to identify typical attack behaviour. 
However, an IDS must be distributed to work in a cloud computing environment.  
 
Many of the pattern recognition techniques will help in detect attacks from legitimate users.  
 
k-Nearest Neighbour (kNN) classifier is one of the pattern recognition algorithm that is simple to implement as 
well as yield high detection rates.  In spite of these advantages one major drawback of this classifier is its lazy 
learning.  This classifier doesn’t build any model in prior, because of this reason prediction takes much time 
(Basaveswara Rao B et al. 2016). 
 
kNN classifier is a distance based algorithm and the distance measure is calculated mostly using Euclidean 
distance. A variation on Euclidian distance called Partial Distance Search (PDS) algorithm. By applying this 
PDS algorithm on kNN it is possible to reduce the prediction time of the classifier.  
 
Another major problem for the researchers is the lack of availability of proper data sets to implement and 
evaluate their models. Most of the available data sets are not addressing current/real time problems.  CIDDS 
(Cloud Intrusion Detection Data Set) is a data set that addresses these problems. 
 
The remainder of this paper is as follows: section II elaborates various researchers’ work in this area where as in 
section III provides a brief study of the cloud data set CIDDS1. Section IV presents the methodology of the 
proposed model, section V and Section VI covers discussion on results and conclusion respectively. 

 
II. Related Work 
 
Basaveswara Rao B & et al. (2016) proposed a variance index based feature selection method on a bench mark 
dataset KDDCUP’99.  
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Abstract 
 

The research work is to investigate the influence of WEDM process parameters such as pulse on time(Ton),pulse off time(Toff), peak cur-

rent (IP), servo voltage (SV), and wire feed (WF) on response parameters as Material Removal Rate (MRR), Surface roughness(SR). 

Experimentation work carried out on Titanium 5 Grade work material with tool electrode as annealed brass wire.  Every process parame-

ter was set at three levels and the output variables were Surface roughness (SR) and Material removal rate (MRR). Central Composite 

Face centered (CCF) design was used to conduct the experiments. According to the experimental results the model equations for SR and 

MRR were developed using multiple linear regression.  Modeling and optimization of process parameters had been performed with the 

help of model equations, level means and response graphs. From the analysis it was identified that the effect of servo voltage on surface 

roughness  and pulse on time for  MRR is more significant. 
 
Keywords:WEDM, Modeling, Optimization, Surface Roughness (SR), Material Removal Rate(MRR). 

 

1. Introduction 

NTM (Non-Traditional Machining process) is one of the modern 

manufacturing technology, it energize economically to machining 

the materials which are difficult by traditional tools [1]. Newer 

and harder materials like advanced composites, high strength tem-

perature resistance alloys, ceramics plays a significant role in the 

advanced technical industries such as  tools and die making indus-

tries, aerospace, automobiles, nuclear reactors, medical ,computer 

and electronics [2]. WEDM is the process of NTM with unique 

machining technique used for specific application where dimen-

sional accuracy, close tolerance and high degree of precision are 

very important for conductive materials. The basic principle in 

wedm is thermal energy conservation. High temperatute Electrical 

sparks are generated between the work piece and the wire elec-

trode, the material is eroded and vaporized form the work piece. A 

continuous supply of dielectric fluid is flushed out the eroded 

metal in the machining zone. The conductive tool electrode wire 

with diameter less than 300 microns is controlled and monitored 

by the CNC machine [3]. Titanium alloy is a material for aero-

space, aircrafts, missile components and bio implants [4]. The 

properties of these materials have high strength maintained at high 

temperature, and it has excellent environment, chemical & wear 

resistance. Titanium and its alloy are winning materials due to 

their unique combination of properties high specific strength 

maintained at elevated temperature, high hardness, chemical wear 

resistance and excellent resistance to most environments is the 

result of its strong affinity for oxygen and tendency to form a sta-

ble, tightly adherent protective surface film [5]. WEDM is still 

remains an important issue regarding machining characteristics 

that would be very valuable information for the manufactures and 

to the society. Sourav et al.[ 6 ] conducted experiments for 201LN 

grade of 200 series stainless steel with process parameters Ton, Toff, 

peak current, WF & Wire Tension, to obtain the maximum MRR 

and minimum SR. The responses are optimized by simulated An-

nealing followed by Response Surface Methodology. The output 

from the study will be useful for manufactures to select the opti-

mal levels of parameters. Sunil et al. [7] investigated the optimum 

machining parameters for the AISI D2 tool steel. The input pa-

rameters such as peak current, WF, Ton, Toff, Servo voltage are 

used to know the effect on response characteristics namely cutting 

speed, surface roughness and identified that Ton is the most signif-

icant parameter on response parameters. Srinivasarao et.al [8] 

experiments were conducted by CCF to optimize the WEDM pro-

cess variables as pulse on time, pulse off time, peak current, servo 

voltage and wire feed for Titanium-alloy material with a brass 

wire as tool electrode. A mathematical model was developed to 

response parameters MRR and SR by SPSS software. Desirability 

function is used to optimize the multi response characteristics. 

Srinivasarao et.al [9] did experiments by using a CCF design on 

AISI 52100 steel as work material to know the effect of process 

parameters as pulse on time, pulse off time, water pressure and 

wire feed on response parameters. It was found that pulse on time 

is more significant parameter for the surface roughness rather than 

other machining parameters. Bharathi et al.[10]studies carried out 

on WEDM for SS304 the process parameters pulse on time, pulse 

off time, wire feed & voltage are selected for high metal removal 

rate & lower surface roughness as well as kerf width, a multi ob-

jective optimization method is adopted to optimize the responses 

& achieved better predicted result than experimental value. Liao et 

al. [11] used neural network to predict the relationship between 

process parameters and response characteristics. Optimum tech-

nique genetic algorithm is employed to get the optimal combina-

tion of machining parameters and save a substantial amount of 

time and cost. Ramakrishnan et al. [12] the performance character-

istics like MRR and SR were optimized concurrently using multi 

response signal-to-noise ratio. The study carried out by assigning 
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Abstract - There has been huge requirement and immense interest to develop the novel technologies in the metal machining 

and defence industry because of the improvement of tool substances reached optimal stage. The cutting tool life was 
drastically reduced while machining of difficult to cut materials such as titanium based super alloys; Nickel based super 
alloys and structural composite materials. Here the novel technology to increase tool life is self propelled rotary machining. 
The manufacturers were developing such tools to increase the productivity. In this work face milling operation was carried 
out on Inconel 625 a Nickel based super alloy which is widely consumed in industries like aerospace and defence. After 
conducting experiments predictive models were developed using multi gene genetic programming (MGGP) to predict the 

cutting force. The cutting force which is predicted using MGGP had the better correlation with the experimental values.  
 

Keyword - Rotary Machining, MGGP, Inconel 625, Nickel Based Super Alloys. 

I. INTRODUCTION 

Machining of difficult to cut materials like titanium 

alloys, nickel based super alloys and structural 

composites in aerospace, defence and metal cutting 

industry is challenging to the researchers and 

manufacturers because of the excessive tool wear. 

The development of rotary tools is one of the novel 

techniques to overcome the tool wear problem. There 

is a speedy evaluation of modern materials like nickel 

and titanium alloys with enhanced characteristics like 
strength to weight ratio, the complexity in cutting of 

these alloys effectively and financiallyare restrict the 

applications of these materials. The investigations to 

develop modern tool materials are at final stage. The 

manufacturers of all over the world are concentrated 

on advanced designs of tools. One such design is the 

rotary machining i.e. self propelled rotary turning and 

selfpropelled rotary milling operations in which the 

life of the tool is drasticallyimprovedand 

advancedalloys can be machined more rapidly at 

lower cost of the cutting toolcompared 

totraditionaltools [1-6]. 
 

Depending on the literature, the experiments were 

investigated only on rotary turning and on rotary 

milling there is a limited focus. A model to the 

cutting force was developed by Baro (2005) for self 

propelled rotary milling cutter while investigating 

rotary face milling. [7]. There is limited 

investigations were performed on advanced materials 

which are widely used in aerospace industrial 

applications. Hence there is a requirement for 

futurestudies in the process of rotary milling 
particularly while machining advanced and improved 

materials which are widely used in aerospace 

industry.The presentresearch, a rotary face milling 

cutter with four inclination angles was developed and 

the cutting capability was investigated on Inconel 

625.    

 

The working capability of the new designed self 

propelled milling tool while machining Inconel 625 a 

Nickel based superalloys is investigated through 

conducting experiments using design of experiments. 

To predict the cutting force a soft computing model 

was developed in rotary face milling using Multi-

gene genetic programming (MGGP) technique and it 

was validated. The experimentswere conducted on 
Inconel 625with coated carbide round insert. These 

investigationswereconducted based on full factorial 

technique. 

 

II.  EXPERIMENTATION 

 

 
 

Fig: 1. shows the designed and developed rotary 

milling cutter which was used for experimental 

investigations on Inconel 625. 

 
The cutting force was measured using a six 

component dynamometer (make: AMTI, USA). The 

work piece is fixed over the dynamometer and then 

the generated cutting force was captured through a 

data acquisition system. The fig. 2 shows the 

experimental setup. Table 1 shows the composition of 

Inconel 625. 
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ABSTRACT 

Now a days, many researchers put their efforts on four Wheel steering mechanism, implementation of this 

mechanism is needed in situations like low speed cornering, vehicle parking and driving at heavy traffic, tight spaces, 

where driving would be very difficult due to vehicle’s larger wheelbase and track width. For avoiding this problem, we 

need a mechanism with less turning radius by implementing four wheel steering mechanism instead of two wheel steering 

mechanism. In a regular standard two wheel steering system, rear wheels are directed forward and do not play role in 

controlling the steering. In case of four wheel steering system, rear wheels play an active role for steering for guiding at 

any speed. If the vehicle have larger wheel base and track width in some cars, the driving would be very difficult in 

different situations like cornering at low speeds, parking the vehicle and city driving conditions with heavy traffic in very 

tight places. So, we require a mechanism, which is having less turning radius. This work also includes the hardware of 

movable headlight system for motor vehicles. For all the vehicles, head light control system is needed, which help the 

head light to rotate right and left independently, and keep the beam as parallel to the curved road to provide better 

visibility to the driver at night time. In the present work, we use rack and pinion mechanism to drive the optical axes, on 

which head lights are mounted. This result that, when tie rod arms are moving with steering arm, then it gives a 

predefined motion to the wheels along with head lights. In this work, for driving the optical axis, we use rack and pinion 

arrangement, when steering arm, tie rod arm is moved that give motion to the wheels as well as head lights. 

KEYWORDS: Four Wheel Steering System, Rack and Pinion Mechanism & Movable Head light System 
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INTRODUCTION 

The steering system allows the driver to guide the moving vehicle on the road and turn it right or left as 

desired. Further, such turning of the vehicle should not require greater efforts on the part of the driver. There are 

mainly two types of steering system. 

Car safety is the avoidance of automobile accidents or the minimization of harmful effects of accidents, in 

particular as pertaining to human life and health. Special safety features have been built into cars for years, some for 

the safety of car’s occupants only, and some of the safety of others. 

Jack Erjavee in 2009 said that when the vehicle is in high speed with subtle steering adjustments, both the 

front and rear wheels are turn in the same direction. As a result, the car moves in a crab-like manner rather than in 

a curved path. This action is advantageous to the car while changing lanes on a high-speed road. To eliminate 
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Abstract:  This paper presents an investigation on the effect and optimization of machining parameters on the kerf (cutting width) 

and material removal rate (MRR) in wire electrical discharge machining (WEDM) operations. The experimental studies were 

conducted under varying pulse on time, pulse off time, and open circuit voltage.  The settings of machining parameters were 

determined by using Taguchi experimental design method. The level of importance of the machining parameters on the cutting 

kerf and MRR is determined by using analysis of variance (ANOVA). The optimum machining parameter combination was 

obtained by using the analysis of signal-to-noise (S/N) ratio. The variation of kerf and MRR with machining parameters is 

mathematically modeled by using regression analysis method. The optimal search for machining parameters for the objective of 

minimum kerf together with maximum MRR is performed by using the established mathematical models. 

IndexTerms - WEDM, Taguchi Experimental Design, Signal to Noise Ratio, ANOVA, Regression Analysis. 

I. INTRODUCTION 

The objectives of human lives are distinguished from all other forms of life. We use tools and intelligence to create 

goods that serve to make life easier and more enjoyable. Through the centuries both the tools and energy sources to power 

he 

creation of products made from the most durable and, consequently, the most un-machinable materials in history. In an effort to 

meet the manufacturing challenges created by these materials, tools have now been evolved to include materials such as alloy 

steels, carbide, diamond and ceramics. Every time new tools, tool materials, and power sources are utilized, the efficiency and 

capabilities of manufacturers are greatly enhanced. However as old problems are solved, new problems and challenges arise. 

Scientific and engineering advances have placed unusual demands on the manufacturing industry. One of the aspects of 

these demands is that engineering materials such as cold rolled composites with high strength-to-weight ratios have been 

developed to serve specific purposes. Although they have been successfully introduced in few commercial applications, their 

potential of wide spread application is still impeded due to the challenges in machining these materials. They are difficult to-

machine due to the presence of hard and abrasive ceramic reinforcements. The issues like rapid tool wear, surface and sub-

surface damage, along with high cost are associated. Therefore, these materials have attracted researcher worldwide in last 

decade. As a result of this lot of work has been carried in conventional machining of these materials. In addition, 

nonconventional machining process like electrical discharge machining has also been employed to machine these materials. 

This process show promise in machining of these materials. However, relatively a very few research have been undertaken in 

wire electrical discharge machining (WEDM) of these materials. 

Since its introduction to industry in 1970, the wire electro-discharge machining (WEDM) has become a key technology 

-to-

materials (like titanium, nimonics, zirconium, etc.) for aerospace, nuclear and automotive applications. However, even the 

state-of-the-art machine tools do not provide any technology to machine these metal matrix composites. This is attributed to 

lack of research in WEDM of these materials. Therefore, it is necessary to carry out comprehensive investigations into WEDM 

of metal matrix composites. The work reported in the present thesis is an attempt in this direction. 

II. WORKPIECE MATERIAL 

Work piece is a stripped piece of a large metal sheet which has been cold rolled and gone through a tempering process to 

remove the residual stress and the change in chemical composition is noticeable.  

  
Figure 1: Workpiece before and after machining 
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Abstract:  This study deals with the fabrication of the Smart Cultivation system which can plough the soil, cut the grass, and 

pump to spray chemical fertilizers and water, these whole systems of the vehicle works with the engine and specialized motors. 

The advantages of these vehicles gives better work output on the agricultural field. It is capable of performing multiple tasks at 

same time i.e. the developed prototype of multipurpose can plough, and spraying the water at the same time. As we observe 

normal tractors are able to perform only single task at a time that can be either to plough or level the land. But in our project, 

this vehicle performs multiple tasks and is only for the farming purpose. Farmers needs many labour to work on the agricultural 

field, because of this the cost of famers input is very high at the time of cropping. So, we designed this to minimize the work time 

of farmers and save the labour cost and for a better and efficient output. We hope that this Smart Cultivation system will be 

proven like a boon to farmers of India. 

Index Terms:  Component, formatting, style, styling, insert. 

I. INTRODUCTION 

A. Beginning Of Farming 

Agriculture plays a vital role in India’s economy. The Indian agriculture system began as early as 9000 BC. During this period 

techniques were developed for the settled mode of production in agriculture and wheat, barley and jujube were the popular crops 

that were domesticated in the subcontinent by 9000 BC. The farm sector is contributing greatly to the productivity and stability of 

the country's economy due to which it has been believed that agricultural prosperity is fundamental to national prosperity. It 

accounts for about 18% of India’s gross domestic product, provides employment to 58 per cent of her working population and the 

rural households depend on agriculture as their principal means of livelihood. Agriculture, along with fisheries and forestry, is one 

of the largest contributors to the Gross Domestic Product (GDP). New techniques were developed in the Neolithic period to improve 

the method of agriculture system like threshing, planting crops in rows, cotton spinning and storing grains in granaries. And they 

passed their improved techniques of agricultural production to the next generation. This transformation of knowledge was the base 

of further development of agriculture and farming equipments in India.   

B.  Changing Scenario In Cropping Activities 

After the period of cattle farming in the agricultural fields, there is a drastic change in the agricultural areas. The scientist Benjamin 

Holt designed the several farming equipments for cropping purpose at that time; these machinery equipments are done a tremendous 

job in the agricultural fields. He invented a specially designed tractor for the agricultural purpose to do several farming activities for 

better production. With this farming tractor, the economy from the cropping sector increasing annually which is very helpful to the 

field sectors. From that invention, the cattle usage in the agricultural areas is slowly decreased day by day in the farming sectors. By 

this farming vehicle, which is named as agricultural tractor is really a great change in the agricultural production within the short 

period of time. 

 
Fig 1: Farm productions with using tractors 
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Abstract: We know that year to year the emission standards are becoming stringent due to the air pollution caused by the usage 

of fossil fuels. It is difficult for the developing countries like India to meet such stringent emission standards as it involves 

expensive technologies. Previous researches shows that Biodiesel fuelled diesel engines emit less C0, HC and smoke emissions 

than diesel fuelled engines. In this paper, a dual biodiesel blend, mixture of two different kinds of biodiesel namely “palm 

biodiesel” (Elaeis guineensis) and “jatropha biodiesel” (Jatropha curcas) in diesel is considered for evaluation in a single 

cylinder direct injection diesel engine with varying loads after going through physical properties analysis. The objective of 

present work is to investigate experimentally the effects of Dual Biodiesel blends on performance and emissions of diesel engine 

under various loads at constant speed. 

I. INTRODUCTION 

Environmental concerns have increased regarding vehicular pollution and also import of fuel is increasing due to high demand for 

the fuel year to year. Many governments have neglected this issue which has been significantly contributing to climate change and 

economy. The Research works carried out in this area focus on improving efficiencies and limiting emission levels. Biodiesel 

reportedly offers a good solution to the above- mentioned problems due to its similar properties to conventional diesel. The engine 

power output and the fuel consumption of the vegetable oil and its blends are almost the same when the engine is fuelled with 

diesel. Due to lower calorific values and higher viscosity as compared to diesel, vegetable oils are converted to biodiesel. 

Previous research works found out that high kinematic viscosity and density fuels with lower calorific value tend to increase the 

BSFC and lower the brake power as it results in poor atomization of fuel during spraying of fuels inside the combustion cylinder. 

The presence of high amount of oxygen molecules in biodiesel results in complete combustion of fuel. This condition leads to lower 

hydrocarbons and carbon monoxide emissions.  The other uses of biodiesel include its use as heating fuel in boiler furnaces, as a 

fuel in electricity generators to produce electricity, as a lubrication additive, as a fuel in transport industry including marine industry 

etc. Also it promotes agriculture as it is produced from plants and animal fats. 

II. LITERATURE REVIEW 

A. K. Srithar  

The 2 biodiesels pongamia pinnata oil and mustard oil were prepared by transesterification process. The dual biodiesel blends were 

prepared in different proportions like D90PPB5M5, D80PPB10M10, D60PPB20M20, D40PPB30M30, D20PPB40M40 and 

D0PPB50M50. From the experimental analysis results, the thermal efficiency and mechanical efficiency of blends were very closer 

to the diesel values. The specific fuel consumption values of dual biodiesel blends were comparable to diesel. Blends produced 

slightly lower CO and CO2 than diesel. 

B. B. Deepanraj  

Tests were carried out using 10, 20, 30, 40 and 50% palm biodiesel blends. The biodiesel blends produced lower CO and unburned 

HC emission than neat diesel fuel due to the availability of oxygen content and produced higher NOx than diesel because of the 

higher temperature inside the combustion chamber. Biodiesel blends produced lower brake thermal efficiency & higher specific fuel 

consumption than diesel because of the low calorific value & produced higher exhaust gas temperature than neat diesel. 

C. Deepak Agarwala  

Study was carried out to investigate the performance and emission characteristics of linseed oil, mahua oil, rice bran oil and linseed 

oil methyl ester (LOME), in a stationary single cylinder, 4-S diesel engine and compare it with mineral diesel. Straight vegetable 
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Abstract- In Diesel engine the air is introduced at a 

temperature equal to surrounding area and after 

combustion the gases are released into atmosphere. The 

heat generated in the combustion process is partially 

converted into work, which is used to drive the vehicle . 

The efficiency of the engines is 20-30%. Efficiency of the 

engine can be increased by sending more quantities of 

air like super charging and turbo charging, the Pre - 

heating of the inlet gases (air) is also one of the main 

reason for the efficiency. Here the Pre  heating of the 

incoming air is done by using the exhaust gas 

temperature. The effect of preheated air on standard 

diesel fuel engine indicated a good result on emission 

control. Higher inlet air temperature causes lower 

ignition delay, which is responsible for lower NOx 

formation. Uniform or better combustion is occurred 

due to pre-heating of inlet air, which also causes lower 

engine noise. Easy vaporization and better mixing of air 

and fuel occur due to warm up of inlet air, which causes 

lower CO emission.   

 

Index Terms- Pre heater, Exhaust gases heat recovery, 

Techniques for increasing the Efficiency of an engine. 

 

I. INTRODUCTION 

 

Engines convert  chemical energy from fuel to 

thermal and then thermal energy is converted into 

Mechanical Energy. The lightweight petrol internal 

combustion engine, operating on a four-stroke Otto 

cycle, has been the most successful for light 

automobiles, while the more efficient Diesel 

engine is used for trucks and buses. However, in 

recent years, turbo Diesel engines have become 

increasingly popular, especially outside of the United 

States, even for quite small cars. 

Continuance of the use of the internal combustion 

engine for automobiles is partly due to the 

improvement of engine control systems (onboard 

computers providing engine management processes, 

and electronically controlled fuel injection). Forced 

air induction by turbo charging and supercharging 

have increased power outputs and engine efficiencies. 

Similar changes have been applied to smaller diesel 

engines giving them almost the same power 

characteristics as petrol engines. This is especially 

evident with the popularity of smaller diesel engine 

propelled cars in Europe. Larger diesel engines are 

still often used in trucks and heavy machinery, 

although they require special machining not available 

in most factories. Diesel engines produce 

lower hydrocarbon and CO2 emissions, but 

greater particulate and NOx pollution, than gasoline 

engines. Diesel engines are also 40% more fuel 

efficient than comparable gasoline engines. 

Generally, in Diesel engine air enters into the 

combustion chamber at atmospheric temperature. But 

if the temperature does not reach the flash point the 

can be seen in winters. By pre  heating the inlet air 

the air that enters into the chamber gives an effective 

combustion and engine starts faster. 

Now  a  

to attain flash point of diesel and to start engine 

f

use the external energy source to heat the inlet air 

entering into the chamber. Exhaust gases carries all 

the remaining heat after the expansion stroke. The 

heat carried away is useless. 

An air-preheater (APH) is a general term to describe 

any device designed to heat air before another 

process (for example, combustion in a boiler) with 

the primary objective of increasing the thermal 

efficiency of the process. 

The object of the intake system is to deliver the 

proper amount of air and fuel accurately and equally 

to all cylinders at the proper time in the engine cycle. 

Flow into an engine is pulsed as the intake valves 

open and close, but can be generally modeled as 
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