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ABSTRACT: 

Vision is a precious gift from God that one can able to see and enjoy this beautiful world. But 

many people throughout the world are deprived of this. According to October 2017 report of World 

Health Organization (WHO) an estimated 253 million people live with vision impairment: 36 

million are blind and 217 million have moderate to severe vision impairment. Un-operated cataract 

is the main reason for blindness in low income and developing countries. Even in China by the 

end of 2017, the population over 60 will reach 241 million, accounting for 17.3 percent of the 

country's total population and nearly 40 million are disabled and semi disabled, according to data 

released by the Committee for the elderly in 2018. So, in this case most of the visually challenged 

people cannot afford an expensive device to use as their supporter. So, in this project we have 

proposed a cost-effective 3D intelligent Walking device. This is mainly depends on the sensors 

because Sensors can improve the world through diagnostics in many applications and it helps to 

improve performance. This device is implemented using ARM Controller, IR Sensors (For 

3D),Vibration Sensor (Piezoelectric sensor is for Pressure and Acceleration) as well as GSM and 

GPS for location Sharing. Also we are introducing Voice module with this to give the directions 

through audio format. This Entered device is programmed by simple deep learning algorithms (AI) 

to optimize the machine.  

Keywords: Artificial Intelligence (AI), GSM, GPS, ARM controller, Deep Convolutional Neural 

Network Algorithm.  

 

1. INTRODUCTION 

Independence is the important methodology 

in achieving objectives, dreams and goals in 

life. Visually impaired/blind persons find 

themselves challenging the dangerous paths 

to go out independently. There are millions of 

visually impaired or blind people in this 

world who are always need the help from 

others. For many years the normal walking 

stick became a well-known attribute to blind 

person's navigation and later efforts have 

been made to improve the walking stick by 

adding remote sensor. Blind people have big 

problem when they walk on the street or stairs 

using normal walking stick, but they have 

sharp haptic sensitivity. The electronic 

walking stick will help the blind person by 

providing more efficient and convenient 

means of life. Moving through an unknown 

environment becomes a real challenge for the 

blind or impaired people. Those who go out 

from the house with the white stick, often use 

Journal of Interdisciplinary Cycle Research

Volume XIII, Issue III, March/2021

ISSN NO: 0022-1945

Page No: 956



 
  http://iaeme.com/Home/journal/IJARET   569 editor@iaeme.com 

International Journal of Advanced Research in Engineering and Technology (IJARET) 
Volume 12, Issue 1, January 2021, pp. 569-579, Article ID: IJARET_12_01_051 
Available online at http://iaeme.com/Home/issue/IJARET?Volume=12&Issue=1 
Journal Impact Factor (2020): 10.9475 (Calculated by GISI) www.jifactor.com 
ISSN Print: 0976-6480 and ISSN Online: 0976-6499 
DOI 10.34218/IJARET.12.1.2021.051 : 

 © IAEME Publication Indexed Scopus 

 

LOGISTIC REGRESSION APPROACH FOR 
OUTLIER MINING IN HIGH DIMENSIONAL 

DATASET 
Peruri Venkata Anusha * 

Research Scholar, Department of Computer Science and Engineering,  
Acharya Nagarjuna University, India 

Ch. Anuradha 
Assistant professor, Department of Computer Science and Engineering,  

Velagapudi Ramakrishna Siddhartha Engineering College, India 

Dr. Patnala S.R. Chandra Murthy  
Research Supervisor, Department of Computer Science and Engineering, 

Acharya Nagarjuna University, India 

Dr. Ch.Surya Kiran, 
Professor, NRI Institute of Technology, Guntur, Andhra Pradesh, India 

*Corresponding Author 

ABSTRACT 
The most commonly used technique for finding infrequent/ exceptionally happening 

instances in the real world scenario is outlier mining. In the last few years, outlier 
detection becomes a significant research area in the data mining. The key objective and 
focus of this research article is to determine the objects/patterns in large datasets that 

          are significantly differ from the normal patterns i.e. objects with unpredictable, 
        dissimilar, infrequent and abnormal behavior  w.r.to most  of the datasets. Several 

algorithms have been projected to conquer the challenges as well as explorations in the 
field of outlier mining, but these methods unable to yields potentially higher accuracy 
results in such environments. Now a days, developing an efficient method for detecting 

   the  outliers in  a  huge  database is  a  crucial  task.  In this  research  article,  Lasso 
Regression technique is projected for outlier’s detections in high dimensional datasets. 
The proposed methodology is implemented in the open source called NCSS statistical 
software. Here, the parameters like Sum of Squares Error 0.76343, Model R² 0.10401, 

        Mean Squares Error 1.07935081, Specificity 0.61000 Specificity 0.51556, RMSE 
0.89333 and Coefficient of Variation 0.95889 are evaluated using synthetic dataset. 
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Abstract 
 
This paper proposes a novel framework for a two-stage classification 

approach for Network Intrusion Detection System using Fast k Nearest 

Neighbor (FkNN) Classifiers with Least Variance Feature Elimination 

(LVFE) for feature reduction. FkNN is adopted for binary classification in 

the first stage to detect whether the request is an attack or a legitimate one. 

Further, if the right is identified as an attack, it will be processed in the 

second stage, where multiclass classification is used to classify its attack 

type. In the cloud environment, it is easy to implement the NIDS with 

knowledge on attack types to reduce the computational complexity of the 

detection mechanism and minimize financial loss.  The performance of NIDS 

depends on two pre-knowledgeable issues regarding the network flow. They 

are i) Identifying whether the flow is attacked or not. ii) If it is an attack, 

identifying which type of attack it is?  a two-stage classification methodology 

is proposed, which comprises two phases with adopting the CICIDS-2017 

Dataset. Phase-I is the pre-processing data phase, in which data cleaning and 

normalization are carried out. In phase-II, the two-stage classification model 

is implemented to detect attacks along with attack type. The experimental 

results are presented, and conclusions are drawn.  
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Abstract:  

Nowadays as computation power increases as increasing with the amount of data to 

process. As most of the data is generated every day is multimedia data. In many different 

media types video is one of them. Where finding what happens over a video as it streams or 

recorded using a computerized method is more helpful in CCTV surveillance. We’re 

attempting to continually detect activities in the video as it’s streamed, in an online system. 

As videos are sequential frames, we use CNN we extract a buffer length of features for a 

buffer length of video frames. These buffers then used to train Bi-LSTM, and so this Bi-

LSTM model and CNN models are accustomed to detect particular activities in 

unconstrained or streaming videos using multiprocessing for speeding up the feature 

extraction.  

Keywords: Activity Detection, unconstrained video, Bidirectional LSTM, CNN Features  

 

Introduction: 

Images and videos  became 

ubiquitous on the web, which has 

encouraged the event algorithms that will 

analyze their semantic content for various 

applications, including search and 

summarization.CNN’s are shown to 

search out powerful and interpretable 

image features, where the networks have 

access to not only the looks information 

present in single, static images but also 

their complex temporal evolution. There 

are several challenges to extending and 

applying CNN's during this setting. One 

of the key motivations, which attracts 

researchers to work in action recognition, 

is that the vast domain of its applications 

in surveillance videos, robotics, human-

computer interaction, sports analysis, 

video games for the  characters of the 

players, and management of web videos. 

Action recognition using video 

analysis is computationally expensive as 

processing a short video may take  

 

protracted time because of its high 

frame rate. 

Related Work: 

Over the last decade, researchers have 

presented many hand-crafted and deep 

nets based on the approaches for action 

recognition. The sooner work was 

supported by hand-crafted features for 

non-realistic actions, where an actor 

accustomed to perform some actions 

during a scene with an easy background. 

Such systems extract low-level features 

from the video data, and so feed them to a 

classifier like a support vector machine 

(SVM), decision tree, and KNN for action 

recognition. g-based methods were also 

proposed in recent years. Deep learning 

has shown Besides hand-crafted features 

based approaches for action recognition, 

several deep learning significant 

improvement in many areas like to image 

classification, person re-identification, 

object detection, speech recognition, and 
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Abstract - Is a human’s voice “UNIQUE”? This is actually a good question with which most of 

us are really ambiguous. Yes!! How much a fingerprint is unique that much a human’s voice is 

also distinctive. Because of this uniqueness of the voice, the human voice can be used for various 

recognition processes. One of the most heard recognition processes is “gender”. It is easier for an 

individual to recognize or identify a human gender by hearing the voice. So this paper is 

developed with a mindset to make the machine learn and identify the gender of the given 

voice(real-world input). 

Key Words: Decision Trees, Gradient Tree Boosting, Gender Recognition, Random forests, 

Support Vector Machine(SVM). 

 

1. INTRODUCTION 

One of the most common means of 

communication in the world is through 

voice. In the real world, it is possible for a 

person to verify the gender of a person 

through voice. Voice is filled with lots of 

linguistic features. These voice features are 

considered as the voice prints to recognize 

the gender of a speaker. The recorded voice 

is considered as the input to the system, 

which then the system processes to get voice 

features. Examine the input and compare it 

with the trained model, carry out 

calculations based on the algorithm used and 

give the latest matching output. Gender 

recognition can be used along with various 

other applications. Some are: 

❏ For detecting feelings like male sad, 

female anger, etc. 

❏ Differentiating audios and videos using 

tags. 

❏ Spontaneous salutations. 

❏ Helping personal assistants to answer 

questions with gender-specific results 

etc. 

2. METHODOLOGY 

The dataset used for detecting gender from 

the audio files is retrieved from VoxForge, 

which is a free speech corpus and acoustic 

model repository for open source speech 

engines. It is a large-scale collection of 

voices of both genders. From the collected 

audio files the powerful discriminating 

features are extracted with which a CSV file 

is created. With this CSV file various 

models are trained using Support Vector 

Machine, Decision Trees, Gradient Tree 

Boosting, Random forests, and accuracy is 
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ABSTRACT: 

This project proposes a high capacity data hiding method using modulus function of pixel-value 

differencing (PVD) and least significant bit (LSB) replacement method. Many novel data hiding 

methods based on LSB and PVD methods were presented to enlarge hiding capacity and provide 

an imperceptible quality. A small difference value for two consecutive pixels is belonged to a 

smooth area and a large difference one is located on an edge area. In our proposed method, the 

secret data are hidden on the smooth area by the LSB substitution method and PVD method on 

the edge area. From the experimental results, the proposed method sustains a higher capacity and 

still a good quality compared with other LSB and modified PVD methods. 

Keywords: Content-based steganography, least-signifi-cant-bit (LSB)-based steganography, 

pixel-value differencing (PVD), security, steganalysis. 

 

1.INTRODUCTION 

STEGANOGRAPHY may be a technique 

for data concealing. It aims to infix secret 

information into a digital cover media, like 

digital audio, image, video, etc. we will use 

digital pictures, videos, sound files, and 

alternative pc files that contain perceptually 

moot or redundant data as covers or carriers 

to cover secret messages. Once embedding a 

secret message into the cover image, we 

tend to get a supposed stegoimage. It’s vital 

that the stego-image doesn’t contain any 

detectable artifacts because of message 

embedding. A third party might use such 

artifacts as a sign that a secret message is 

gift. Once a third party will faithfully 

determine that pictures contain secret 

messages, the steganographic tool becomes  

 

 

useless. Obviously, the less data we tend to 

infix into the cover image, the smaller the 

likelihood of introducing detectable artifacts 

by the embedding method. Another vital 

issue is that the alternative of the cover 

image. The choice is at the discretion of the 

one who sends the message pictures with a 

low number of colors, computer art, and 

images with unique semantic content (such 

as fonts)ought to be avoided as cover 

images. Some steganographic specialists 

suggest grayscale pictures because the best 

cover pictures. They suggest uncompressed 

scans of images or pictures obtained with a 

photographic camera containing a high 

variety of colors and think about them safe 

for steganography. In previous work, we’ve 
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 
ABSTRACT 

 

Image Recognition and Classification techniques drives the 

applied sciences of Image Processing and Computer Vision. 

Major challenges of image recognition and classification 

includes time-consumption, inefficient results, learning delay 

and poor accuracy in classification of images. Recent 

advancements in cutting-edge technologies address these 

issues to a greater extent in view of the software, hardware 

and technology used. Internet of Things (IoT) increases the 

demand of image classification using enhanced capabilities of 

Convolution Neural Networks (CNN). Deep Neural Learning 

capabilities enhances the accuracy rates due to optimized and 

shared parameters, reduces time consumed in processing due 

to the application of multiple filters by using pooling layers. 

Pooling layers outperform the defects of normalization layers. 

Stochastic Gradient Descent (SGD) optimizer optimizes the 

objective function by identifying proper smoothing 

parameters at low convergence rate.  The current work 

performed using Transfer Learning (TL) using Mobilenet, 

sequential model using SGD optimizer over ReLU and 

softmax activation functions. Experimental results prove that 

the proposed method achieves promising classification 

accuracy for large data of images.  

 

Key words: image classification, CNN, IoT, transfer 

learning, SGD; 

 

1. INTRODUCTION 

 

Computing in the real world based on emerging technology 

shows its importance in diverse fields of applications 

[16]-[19]. Technology holds language barriers using image 

processing. The use of various search engines like Google 

image search engine are proliferating the use of image data 

processing in various aspects of life. Current technology 

advancements are going to replace traditional text with 

 
 

images, 3D-images and real time video in next few years [1]. 

Edge Computing demands the image processing and 

classification techniques to lower the cost of IoT System 

communication procedures [2]. Non-Parametric image 

classification techniques are important in view of multisource 

data classification [3]. Parametric models result in improved 

accuracy. Parallel processing techniques contribute for 

analyzing multiple parameters in less time. Deep Neural 

Networks are used for parallel processing of images using 

Convolution Neural Networks (CNN) [4]. Transfer learning 

helps to achieve improved accuracy in less time. Learning of 

one task can be used, to carry knowledge pertaining to learn 

similar tasks. This procedure of learning is called transfer 

learning.  Stochastic Gradient Descend (SGD) optimizer 

replaces the actual gradient by estimates. 

 

2. CONVOLUTION NEURAL NETWORKS AND 

TRANSFER LEARNING  

 

Image classification using Convolution Neural Networks and 

Transfer Learning are discussed here.  

 

2.1 Convolution Neural Networks 

 

CNN computationally suitable for large data like images 

[5]-[7]. Objects in an image are identified and each of the 

object in the image are learnt to get differentiated and 

assigned some weights based on the hyper parameters. 

During the process of object detection, each of the object need 

to be pre-processed in order to attain its features to get 

mapped with the stored knowledge. In this process, various 

filters help to make classification easier. CNNs help in 

simplifying the learning process of characteristics of objects. 

 

Applications of CNNs vary in terms of the kernel/filter 

applied in the convolution layer, operations are performed 

based on the choice of stride at various levels of depth either 

by using valid padding or same padding, the channels are 
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 
ABSTRACT 

 

Virtualization technologies and secure cloud on-demand 

services escalate the need of cloud orchestration. Numerous 

Cloud Service Providers enhance the orchestration of cloud 

services based on well-configured projects. Several factors 

make customers cross-fingered to host resources on cloud in 

terms of virtualization, security, cost, load balancing, 

resource deployment, utilization and more. High demand to 

on-cloud services tend towards security and policies. Google 

Kubernetes Engine migrates the resources from cloud to GKE 

and supports security policies. The major view of this study is 

to focus on the key issue in the design of the cluster and 

decisions towards network set up to secure user projects. Use 

of subnets and cluster design policies secure the cloud 

applications to a greater extent. The Kubernetes cluster 

architecture and design considerations are applied and 

implemented on GKE in GCP and the results are shown.  

 

Key words : configuration, deployment, devops, GKE, 

orchestration, security, virtualization 

 

1. INTRODUCTION 

 

Computing on cloud become essential in order to address the 

situations of data dulge.  Use of data generating tools grow 

exponentially during the situations of COVID-19. Physical 

transactions were on hold due to pandemic situations and 

almost for almost past eight months in India, all the business 

transactions run online. Many businesses started to run on 

cloud due to which concern towards security in cloud has 

become a mere concern [21-24]. Cloud security at various 

levels of application design in view of Iaas, Paas, Saas have 

different security concerns and design details to deal with [1]. 

In recent technological evolutions, cloud computing has 

numerous cloud orchestration frameworks at horizontal and 

vertical levels. Even the multi-cloud infrastructures have 

become the trend of technology usage [2].  Hybrid deployment 

models combine public and private clouds. Cloud services are 

provided by web host applications directly. This enhances the 

resource mobility [3].  Cloud orchestrations using containers 

 
 

are lighter than the virtual machines. On-premise cloud 

orchestration using containers is another framework of cloud 

service. Set of container images are tested to be away from 

risk using image scanning tools [4]. Secure orchestration in 

hybrid cloud environment using OpenStack is another 

category of work in which the orchestration performed 

following few security policies within a data center [5]. 

Configuring a secure cloud is another complex task. 

Model-driven orchestrations whose concern is to design a 

secure-aware model in cloud [6].  Various cloud architectures 

and applications using cloud technologies were researched 

using various algorithms and techniques to deal with security 

issues [7]-[20]. 
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2. GKE KUBERNETES SERVER 

 

GKE maintains some elements in the cluster and the 

container takes care of some other elements. User has a choice 

of options of elements from these two. Cluster Master runs the 

Kubernetes process. Master’s life cycle is managed by GKE 

during the modifications in the cluster. Master is responsible 

deciding what runs on each work nodes and for containerized 

applications and managing life cycle of work nodes in the 

 

 

Key Decisions to Design a Secure Cluster in GKE Cloud 

Dr. Vijaya Sri Kompalli
1
, Udaya Sri Kompalli

2 
1Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation, India, 

kompallivsri@gmail.com 
2Department of Computer Science and Engineering, NRI Institute of Technology, India, 

kudayasri@nrigroupofcolleges.com 

ISSN 2278-3091 

Volume 9, No.5, September - October 2020 

International Journal of Advanced Trends in Computer Science and Engineering 
Available Online at http://www.warse.org/IJATCSE/static/pdf/file/ijatcse298952020.pdf 

https://doi.org/10.30534/ijatcse/2020/298952020 
 

  

 
 



 

Vol 09 Issue12, Dec 2020                                          ISSN 2456 – 5083    Page 543 

 

 

Future of Work in Government Sector: APSRTC 

K. Udaya Sri 

M.B.A.(Ph.D), M.Sc.(IT), M.Tech(CSE),MA(Astrology). 

Assoc. Professor, Dept. of CSE, 

NRI Institute of Technology. Agripally, Krishna Dt. 

E-mail :kudayasri@yahoo.com 

 

 

Introduction 

ONE HUNDRED YEARS ago, 

employees were largely viewed as 

interchangeable cogs in a machine. An 

employee motivated to learn and grow can 

be much more valuable than a less interested 

coworker.  

 

Many future-focused organizations today 

truly recognize the value of their people and 

devote considerable resources to creating an 

environment that unleashes their unique 

talents. These organizations aim to 

understand their employees and enhance 

their skills so they can be successful, both as 

individuals and as part of a team. They are 

reimagining the workforce to include people 

and machines, enterprise employees, and 

ecosystem talent, expanding the view of 

where and how work gets done.  

Many of the most successful private sector 

firms are part of this trend, moving toward 

enlightened talent management. In the past, 

talent management was primarily about the 

logistics of personnel administration—
tracking hours, pay, benefits, and the like. 

Then there is the public sector. Perhaps 

nowhere is the gap between the public 

sector and the private sector greater than in 

workforce management. While much of the 

private sector has transformed over the past 

two decades, the public sector, for the most 

part, has not. The reality is, government 

agencies are increasingly called upon to 

address society’s most complex challenges 

using workforce approaches rooted in the 

distant past. Public sector leaders know 

better than anyone that major changes are 

needed. 

 

Change is possible—and beginning to 

happen. 

The future of government work is 

unfolding along three dimensions:  

 Work. Developments such as advanced 

automation and cognitive technology will 

change the way public sector work gets 

done. These emerging technologies will help 

employees create more value for 

constituents and enhance their professional 

satisfaction.  

 Workforce. Enabled by technology, 

government will increasingly make use of 

more varied work arrangements, accessing 

more diverse pools of skills and capabilities, 

both inside and outside the organization.  

 Workplace. Technology, and new models 

for employing talent, will redefine the 

workplace and its organizational supports. 

These changes will impact physical 

workspaces (including remote work) along 

with policies that promote employee well-

being and productivity.  
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 
ABSTRACT 

 

This paper investigates the performance among the various 

kernel based SVM classifiers for intrusion detection in cloud 

environment. Several researchers have presented the different 

kernel functions of SVM for Intrusion Detection. There is 

always an ambiguity in choosing which kernel function is to 

apply for better detection rate to identify classification 

accuracy factor. This paper explores to achieve this objective 

to identify the popular kernel functions linear, polynomial, 

radial basis function and Sigmoid. The CIDDS-001 dataset is 

adapted because of it is a recently available benchmark 

dataset and generated with new types of attacks of cloud 

environment. To evaluate the performance of different kernel 

functions computational time and accuracy taken as QoS 

metrics with ten-fold cross validation. The numerical results 

are calculated and conclusions are drawn. 

  

Key words: Classification, Intrusion Detection System 

(IDS), Support Vector Machine,          Kernel, Cloud 

Computing. 

 

1. INTRODUCTION 

 

Cloud computing is one of the burgeoning and contemporary 

technology which plays a vital role in IT industry. It is 

Internet based distributed computing  model where virtual 

shared servers provide computing resources with different 

deployment models catering to the needs of varied types of 

customers and also several popular delivery models  where 

majority of them work on pay-as you-use basis[1] . Due to 

cloud computing technological revolution, the users can 

utilize scalable resources without any huge investments on 

physical infrastructure as well as software procurements [2].  

 

Since cloud uses the Internet to deliver the services, it has 

become highly vulnerable to the various types of attacks and 

therefore security remains a major problem that haunts the 

community of users [24]. Inorder to increase the resources 

 
 

utilization efficiently in better way and the 

tremendous rise in cyber attacks has caused the cloud 

network traffic to be distinguished as legitimate and 

malicious traffic. Network traffic analysis is 

therefore   necessary for cloud-based Intrusion detection (ID) 

to monitor the cloud service provider’s overall performance 

 and to to prevent violations of the Service Level Agreement 

(SLA) [3]. 

 

One of the major threats faced by the cloud platform is DDoS 

attack like any other predecessor technologies had 

experienced. It is a special type of DoS attack, where  

malicious users generates volume of network traffic needed to 

exhaust processing and connectivity resources which reduces 

the availability of resources to legitimate users[4]. The 

victims are surprisingly government agencies, military 

departments, trade organizations and also some popular 

websites like Facebook, GitHub, and Amazon who have 

experienced interruption in normal operations leading to 

financial loss, service interruption and also lack of 

availability [5]. 

 

Distributed Denial of Service (DDoS) attacks can affect 

availability of the cloud services. Therefore, this area has been 

chosen to be the research focus. By studying the nature of 

DDoS attacks and cloud, it has been found that it is difficult 

for attackers to succeed in affecting the cloud service due to 

the huge resources that the cloud has in its data centers, which 

are distributed globally. However, there is another way that 

adversaries can use to affect the cloud by carrying out 

traditional DDoS attacks against cloud customers. This point 

is explained by Christopher Hoff in 2008, and he named it 

Economic Denial of Sustainability (EDoS). It is the 

phenomenon that exploits the elasticity and scalability of the 

cloud to increase the amount of payments and therefore hit the 

cloud payment model (pay-as-you-use) by generating DDoS 

attacks against customers networks by sending a huge number 

of fake requests, leading customers to ask the provider, 

according to Service Level Agreement (SLA), to allocate 

them more resources. The result of such a technique will be 

 

Performance of Various SVM Kernels for Intrusion Detection 

of Cloud Environment 

N. Nirmalajyothi
1
, K. Gangadhara Rao

2
, B. Basaveswara Rao

3
, K. Swathi

4 

1 Dept. of CSE, Acharya Nagarjuna University,India,nirmala.narisetty@gmail.com 
2 Dept. of CSE, Acharya Nagarjuna University, India,,kancherla123@gmail.com 

3Computer Center, Acharya Nagarjuna University, India, bobbabrao@yahoo.co.in 
4Dept.of CSE, NRI Institute of Technology, India, swathipvpsit@gmail.com  

 

        ISSN  2347 - 3983 

Volume 8. No. 10, October 2020 

International Journal of Emerging Trends in Engineering Research 
Available Online at http://www.warse.org/IJETER/static/pdf/file/ijeter1388102020.pdf 

https://doi.org/10.30534/ijeter/2020/1388102020 
 

 

 



International Journal of Advanced Science and Technology

Search

Home Editorial Board Journal Topics Archives About the Journal Submissions

Privacy Statement Contact

Register Login

Home / Archives / Vol. 29 No. 06 (2020): Vol. 29 No. 06 (2020) / Articles

The E�ect of SVM Kernel Functions on Heart Disease Dataset

Syda Nahida, K. Swathi, Ch. Venkata Sandeep, P. V. Pavan Kalyan, G. Sai Harish

Abstract

The successful application of data mining in highly visible �elds like e-business, marketing and retail has led to

its application in other industries and sectors. Among these sectors, the healthcare environment is still

information rich but knowledge poor. There is a wealth of data available within the healthcare systems. However,

there is a lack of e�ective analysis tools to discover hidden relationships and trends in data. The project is mainly

concerned about using the Support Vector Machine (SVM) and its kernels to predict heart disease. Each and

every kernel uses di�erent mathematical functions to identify the hyperplane. The hyperplane is usually a line or

a plane that separates the instances.

Keywords: Support Vector Machine, scaling, machine learning, Radial Basis, Linear Kernel, Sigmoid Kernel,

Polynomial Kernel.

PDF

How to Cite

Syda Nahida, K. Swathi, Ch. Venkata Sandeep, P. V. Pavan Kalyan, G. Sai Harish. (2020). The E�ect of SVM Kernel Functions on Heart Disease

Dataset. International Journal of Advanced Science and Technology, 29(06), 3097 - 3103. Retrieved from

http://sersc.org/journals/index.php/IJAST/article/view/13866

Issue

Vol. 29 No. 06 (2020): Vol. 29 No. 06 (2020)



More Citation Formats



http://sersc.org/journals/index.php/IJAST/index
http://sersc.org/journals/index.php/IJAST
http://sersc.org/journals/index.php/IJAST/about/editorialTeam
http://sersc.org/journals/index.php/IJAST/journal_topics
http://sersc.org/journals/index.php/IJAST/issue/archive
http://sersc.org/journals/index.php/IJAST/about
http://sersc.org/journals/index.php/IJAST/about/submissions
http://sersc.org/journals/index.php/IJAST/about/privacy
http://sersc.org/journals/index.php/IJAST/about/contact
http://sersc.org/journals/index.php/IJAST/user/register
http://sersc.org/journals/index.php/IJAST/login
http://sersc.org/journals/index.php/IJAST/index
http://sersc.org/journals/index.php/IJAST/issue/archive
http://sersc.org/journals/index.php/IJAST/issue/view/279
http://sersc.org/journals/index.php/IJAST/article/view/13866/7113
http://sersc.org/journals/index.php/IJAST/issue/view/279


PJAEE, 17 (7) (2020) Mango Plant Disease Detection Using Modified multi Support Vector Machine Algorithm          

10567 

 

MANGO PLANT DISEASE DETECTION USING 

MODIFIED MULTI SUPPORT VECTOR MACHINE 

ALGORITHM 
 

 

Dr. P Rama Koteswara Rao1*, Dr. K Swathi2 
1Professor, ECE, NRI Institute of Technology, Agiripalli, Krishna Dt, A.P, India 
2Professor, CSE, NRI Institute of Technology, Agiripalli, Krishna Dt, A.P, India 

prkr74@gmail.com 

 

Dr. P Rama Koteswara Rao, Dr. K Swathi, Mango Plant Disease 

DetectionUsing Modified multi Support Vector Machine Algorithm-Palarch’s 
Journal OfArchaeology Of Egypt/Egyptology 17(7), ISSN 1567-214x 

  Abstract: Identifying the mango plant diseases can be done by visualizing its 

leaf. Plant disease is one of the main problems in the field in agriculture which 

leads to waste of time and money. Mango plant disease identification at the early 

stage prevents loss of money and time to the farmers.  The idea is to identify the 

disease and take proper measures to avoid the heavy losses in the mango crop 

yield. Manual process of identification takes lot of time if the field is very large. 

So, the sample images can be taken and given to the algorithm to detect the plant 

diseases.  Plant diseases means to observe the leaf patterns of the plant. Health of 

the mango trees and early detection of diseases is very crucial for the farmers for 

good yields. By Manual observation it is difficult to judge the mango leaf disease. 

In these investigations, the SVM algorithm is employed to detect the disease of 

mango trees. Initially, the training set mango images will be given, where the 

neurons will updates the weights according to the training set. Later the test 

images are given and with more accuracy the mango leaf disease will be 

identified. This investigation is carried out on real-time images captured at NRI 

Institute of Technology, Vijayawada, Andhra Pradesh, India, comprises of 670 

pictures from various mango trees. Infected and healthy images are included in the 

Database. The experimental results exhibits that the proposed model has the 

higher detection accuracy than the state-of-the-art methodologies. 

 

Keywords: Image acquisition, Segmentation, feature extraction, histograms, 

image features, Classification, plant diseases, Leaf identification. 

 

1. Introduction 

Most of the Indian economy is a dependent on agriculture 

and cultivation. The agriculture dependable population is about 

80% in this country. Farmers lead diversity to select different 

crops which suits their atmospheric conditions and used to find 
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Abstract: 

Building schools worldwide have a moderately high whittling down rate. Normally, about 35% 

of the main year understudies in different designing projects don't make it to the subsequent year. 

Of the rest of the understudies, frequently they drop out or bomb in their second or third year of 

studies. The reason for this examination is to distinguish the components that fill in as great 

markers of whether an understudy will drop out or bomb the program. So as to set up early 

notice markers, head part examination is utilized to break down, in the main case, first-year 

building understudy scholarly records. These exhibition indicators, whenever distinguished, 

would then be able to be utilized adequately to detail restorative activity intends to improve the 

whittling down rate. 

Keywords: performance prediction; student attrition; student academic performance; 

engineering education; principal component analysis 

 

I Introduction: 

Designing projects overall generally have a 

moderately high whittling down rate. There 

is no special case at the University of 

Victoria (UVic) in Canada[2]. Normally, 

there is a whittling down pace of over 30% 

after the initial two years in the Faculty of 

Engineering at UVic, which offers 

biomedical, common, PC, electrical, 

mechanical, and programming designing 

projects. Steady loss for our situation 

incorporates understudies intentionally 

dropping out of the program, being put 

waiting on the post trial process, and 

bombing out of the program. At UVic, the  

 

first and second year of designing projects 

give the essential basic aptitudes and 

foundation to encourage understudies 

learning in more significant level and 

progressively specific courses. Along these 

lines, the normal learning result of first year 

courses is for the understudies to ace the 

essential abilities in arithmetic and sciences 

so as to be effective in their projects. Too, 

some first-year understudies accept this 

open door to discover progressively about 

the building calling and to choose whether it 

is a reasonable profession for them. 

Numerous instructors accept that there are 
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Multiclass Analyzer for Movie Sentiments using 

Machine Learning Techniques 

JayanagBayana, K. V. Sambasiva Rao

Abstract - Gigantic volumes of content information are open 

in web. The fundamental rich assets of sentiments are from 

discussions, website evaluations, news and blog. Our point is to 

group the slants of clients focuses at mining the surveys of clients 

for a motion picture by removing the information naturally and 

characterize the conclusions into positive or negative sentiments. 

With the brisk making of Internet applications, incline course of 

action would have colossal opportunity to help people customized 

assessment of customer's notions from the web information. 

Customized feeling mining will benefit to the two clients and 

sellers.Up to now, it is as yet an entangled assignment with 

incredible test. Specifically, there is an abundance of content 

written in regular language accessible online that would turn out 

to be significantly more helpful to us were we ready to viably total 

and process it consequently by using the NLP techniques. The 

comments are pre-processed using NLP techniques like 

tokenization, stop word removal & stemming.Machine learning 

algorithms are used in opinion mining for  product review data 

set to train the system based on the rules of the algorithm utilized 

where it is tested with test data set, both these train & test data 

sets are labelled unbalanced opinions. 

Keywords: Sentiment Classification, NLP techniques, 

Machine learning algorithms. 

I. INTRODUCTION 

Web today contains a tremendous amount of printed 

information, which is developing each day. The content is 

pervasive information group on the web, since it is anything 

but difficult to produce and distribute. What is hard these 

days isn't accessibility of valuable data but instead 

separating it in the best possible setting from the tremendous 

sea of substance. It is presently past human force and time to 

seed through it physically in this manner, the examination 

issue of programmed arrangement and sorting out 

information is evident. Literary data can be separated into 

two fundamental spaces: realities and conclusions. While 

actualities center around target information transmission, the 

assessments express the estimation of their creators. At first, 

the 
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examination has for the most part centered around the 

classification of the true information.  

Today, we have web crawlers which empower search 

dependent on the watchwords that depict the subject of the 

content. The quest for one watchword can restore an 

enormous number of pages. For instance, Google look for 

"star trek" discovers more than 2.3 million pages. These 

articles incorporate both target realities about the motion 

picture establishment (for example Wikipedia article) and 

abstract conclusions from the clients (for example audit 

from pundits).  As of late, we became observers of countless 

sites that empower clients to contribute, change, and grade 

the substance. Clients have a chance to express their closely-

held conviction about explicit subjects. The instances of 

such sites incorporate sites, gatherings, item audit locales, 

and informal communities. We apply AI systems to 

characterize set of messages. 

This paper displays an observational investigation of 

adequacy of AI methods in grouping instant messages by 

semantic significance. We use motion picture survey 

remarks from well-known informal organization as our 

informational index and arrange message by 

subjectivity/objectivity and negative/inspirational frame of 

mind. We propose various methodologies in separating 

content highlights, for example, sack of-words model, 

utilizing enormous motion picture audits corpus, limiting to 

modifiers and intensifiers, dealing with refutations,  jumping 

word frequencies by an edge, and utilizing WordNet 

equivalent words information. We assess their impact on 

exactness of four AI strategies - Naive Bayes, Decision 

Trees, Maximum-Entropy, and K-Means grouping. We 

finish up our investigation with clarification of watched 

drifts in exactness rates and giving headings to future work. 

II. LITERATURE SURVEY 

P.Kalaivani et.al [1]Comparison taken place between three 

supervised machine learning algorithms of kNN, Naïve 

bayes, SVM for sentiment classification. Aim of the paper is 

evaluating the performance for sentiment classification 

about accuracy, precission and recall and their accuracy 

using SVM is greater than 80% 

 

AkshatBakliwal et.al [2]they described a model for binary 

classification about reviews for multiple domains like Naïve 

bayes, SVM. They used a n-gram feature for processing stop 

word removal and stemming. At last the result was analyzed 

and efficiency was compared with Naïve bayes, SVM. 
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Abstract: In a biometric device someone is diagnosed routinely by using processing the particular features which 

are posed by way of the character. Iris Recognition is appeared as the maximum reliable and correct biometric 

identity machine to be had. In Iris Recognition someone is identified by way of the iris which is the part of eye 

using sample matching or photo processing the use of standards of neural networks. The purpose is to identify a 

person in actual time, with excessive efficiency and accuracy through analysing the random patters visible in the 

iris if an eye from a fewdistance, by way of implementing modified Canny facet detector set of rules. The most 

important programs of this generation up to now have been: substituting for passports (automatic global border 

crossing); aviation protection and controlling get right of entry to to confined areas at airports; database get right 

of entry to and laptop login. 

Keywords:Iris popularity, biometric identification, sample popularity, segmentation. 

 

I. INTRODUCTION 

Iris has many capabilities along with existence-

long invariance, forte, less complicated to gather 

and tough to copy and so on, consequently it's far 

extensively utilized in identification generation. 

Compared with fingerprint, face, voice and other 

biological traits, better accuracy may be 

accomplished by means of iris recognition era 

using the related reputation algorithm. Wrong and 

reject are hardly ever arise in iris identification, 

and the opportunity of blunders is the bottom of 

all biometrics [1,2]. Therefore the iris identity era 

is getting increasingly interest. Iris reputation 

consists of picture preprocessing, picture internal 

and periphery region segmentation, image 

normalization and feature extraction and 

matching. 

        The transmission and conversion method of 

digital pix will cause the image exceptional 

discount, so the picture preprocessing is needed 

to enhance image first-class.In order to take away 

the outcomes of eyelids, eyelashes, sclera and 

other elements on the iris picture, and the have an 

effect on of light on the iris photograph excellent, 

the pictures were preprocessed by way of median 

filter out and advanced "salt and pepper". 

       The median filter is as following: first off, the 

order in which the pixels inside the location targeted 

on a positive factor are arranged  

 

 

inside the order of the pixel values. Secondly, if the 

pixels factors within the location are odd, the center 

pixel price is taken as the gray cost of the center 

point, even as there are even pixels within the 

vicinity, the average of the center  pixels are taken 

because the center factor of the grey fee. 

The median filter out is ideal at eliminating the binary 

noise in the picture and preserving the brink texture 

statistics of the image. However, when the number of 

noise factors in the vicinity is greater than half of the 

width of the region, this approach is ineffective. For 

this trouble, "salt and pepper" filter can be used, 

because it can dispose of small noise, at the side of 

widely distributed and uneven distribution of noise. 
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Abstract: In recent years, bike-sharing systems are wide deployed in many Brobdingnagian 

cities that provide a cost-efficient fashion. With the prevalence of bike-sharing systems, plenty of 

companies are a vicinity of the bike sharing market, leading to additional and additional fierce 

competition. To be competitive, bike-sharing companies and app developers have to be 

compelled to build strategic picks for mobile apps development. Therefore, it is vital to predict 

and compare the recognition of varied bike-sharing apps. However, existing works for the most 

part focus on predicting the recognition of one app, the popularity contest among altogether 

completely different apps has not been explored but. In this paper, we've a bent to aim to forecast 

the recognition contest between Mobike and Ofo, a pair of most well-liked bike-sharing apps in 

China. We’ve a bent to develop CompetitiveBike, a system to predict the recognition contest 

among bike-sharing apps. Moreover, we've a bent to conduct experiments on real-world datasets 

collected from eleven app stores and Sina Weibo, and so the experiments demonstrate the 

effectiveness of our approach.  

Keywords: Bike-sharing app, Mobile app, Competitive analysis, Popularity prediction 

 

1   Introduction: 

In recent years, shared transportation has big 

enormously, that provides US an economical 

style. Among the assorted sorts of shared 

transportation, public bike-sharing systems 

[1], [2], [3] are wide deployed in several 

metropolitan areas (e.g. NY town within the 

US and national capital in China). A bike-

sharing system provides short-run bike 

rental service with several bicycle stations 

distributed in a city [4]. A user will rent a 

motorbike at a close-by bike station, and 

come back it at another bike station close to 

his/her destination. The worldwide 

prevalence of bike-sharing systems has 

galvanized millions of active analysis, like 

bike demand prediction [5], [6], [7], bike 

rebalancing improvement [8], and bike lanes 

designing [9]. 

  More recently, station-less bicycle-

sharing systems are getting the thought in 

several huge cities in China like national 

capital and Shanghai. Mobike1 and Ofo2 

square measure 2 hottest station-less 

bicycle-sharing systems. In contrast to 

ancient public bike-sharing systems, station-

less bike sharing systems aim to resolve “the 

last one mile” issue for users. Exploitation 

the Mobike/Ofo mobile app, users can 

search and unlock near bikes. Once users 
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Abstract

The tourism industry has grown up to the maximum level from the last decade due to the a�ordable airline fares o�ered

by many service providers. Growth of the tourism domain depends on how it satis�es the needs of all types of users who

stay at hotels with various trip-types, primarily in the hotel sector. Many travel platforms nowadays are o�ering

attractive tour packages throughout the year so that an ordinary person is also showing more interest in visiting new

places. The socio-economic and cultural background of a customer plays a crucial for deciding in the selection of hotels

from di�erent classes. The selection of a speci�c hotel is made based on the reviews given by previous guests on the

services availed. Users around the globe having di�erent educational and cultural backgrounds, often want to stay in

the hotel for various trip-types.The primary goal of any hotel administration is to ful�ll the needs of versatile customers.

The task of any travel platform is a tie-up with hotel management to collect the maximum number of reviews from all

these types of customers naturally, and most comfortably. The majority of travel platforms will collect opinions from

their users in a textual form and analyze them by using Content-based recommender systems. Users from ordinary

educational backgrounds may feel di�cult while expressing the opinions in textual form even in their native language

during their stay. Hence, we are using a Context-aware model to collect opinions in a better manner.Context-aware or

Multi-Criteria recommender systems are one of the most straightforward approaches for collecting user opinions. In this

approach, ratings will be collected in the form of contexts from all types of users in a simple manner with little time

e�ort. The Multi-Criteria recommender system will provide the ratings of each context given by various users. The same

context may rate di�erently by users based on the hotel class and trip-type. A signi�cant challenge facing any travel

platform is not only using the Multi-Criteria recommender systems to collect the opinions but also how e�ectively they

analyze the signi�cant contexts from the existing ones in the model. Many travel recommender platforms recommending

either all the contexts or only a few of them, which depends on the hotel not considering the Trip-Types, also playing a

signi�cant role in the recommender model, along with hotel class.  The success glory of any travel platform depends on

how it is merely collecting better opinions. The regression model used in this paper provides a framework for identifying
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Abstract: Steganography is one expanding filed in the area of 

Data Security. Steganography has attractive number of 

application from a vast number of researchers. The most existing 

technique in steganogarphy is Least Significant Bit (LSB) 

encoding. Now a day there has been so many new approaches 

employing with different techniques like deep learning. Those 

techniques are used to address the problems of steganography. 

Now a day’s many of the exisiting algorithms are based on the 
image to data, image to image steganography. In this paper we 

hide secret audio into the digital image with the help of deep 

learning techniques. We use a joint deep neural network concept 

it consist of two sub models. The first model is responsible for 

hiding digital audio into a digital image. The second model is 

responsible for returning a digital audio from the stego image. 

Various vast experiments are conducted with a set of 24K images 

and also for various sizes of images. From the experiments it can 

be seen proposed method is performing more effective than the 

existing methods. The proposed method also concentrates the 

integrity of the digital image and audio files. 

Index Terms: Steganography, Least Significant Bit, Deep 

Learning, Deep Convolutional Neural Network 

I. INTRODUCTION 

Now a day’s computers and internet play an important role 
in this modern field especially in the field of information 

technology? Among those the important of data security 

plays a vital role. So much research is going in the field of 

data security. There are two main solution are existing for 

data security Cryptography and steganography. 

Cryptography is to protect the content of any message. 

Steganography is nothing but hiding of content in any of the 

media like image, audio and video etc. Under steganogarphy 

have various types of steganography techniques. Image 

steganography, audio steganography and video 

steganaography. Image steganaography means hiding of 

secret data into an image. In audio steganogrpahy hiding the 

secret data into the image and in video steganography hiding 

the secret data in to the video. In this paper we implement 

the concept of audio-into-image steganography[1][2] which 

hides the secret audio in to the digital image.  
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When compared to hiding images to images hiding audio 

into image is more difficult because audio and image both 

are belonging to the different domains. In general audio data 

is in the form of one dimensional array and image is in the 

form of three dimensional arrays. Audio values are ranges 

from -2
15

 to 2
15

-1 and images values are ranges from 0 to 

255. To eradicates these problems the proposed approach 

using deep convolutional neural network (DCNN) model. 

The DCNN model is capable of hiding audio and images. 

The main contribution of this paper 

1. The proposed work use  DCNN to address the main 

problem of hiding the secret audio into the digital image 

2. Comparing the proposed method on different images of 

various sizes. 

3. Showing the proposed method is more effective than the 

traditional existing method. 

The rest of the paper is organized is as follows. Section 2 

presents literature review: it present brief review about 

various existing methods. In section 3 have proposed model 

architecture which is used for preprocessing of given data 

and hiding of given image into audio fie. Section 4 has 

experiments results. And section 5 provides the conclusion 

and future scope for this proposed approach. 

II. LITERATURE REVIEW 

Steganography technique has a very long history. It is one of 

the oldest techniques. This technique can be found from 

many of the surveys and applications. All the methods in the 

existing steganography techniques are very basic in 

traditional steganography techniques[3][4]. These methods 

are very simple and can be easily detected by the third party 

with this as a result modern secured algorithm was 

introduced in digital signal processing. In the field of digital 

signal processing so many algorithms are developed to 

embed data in a secure manner. Mchaughn[5] proposed one 

of the earliest method which is used to embed secrete data 

into 4 LSB bits of an cover image. Heranedz[6] proposed 

another technique for hiding data. In this technique data was 

hidden in different formats other than the image. In this for 

hiding use HTML, XML and EXE files. Hosmer[7] propose 

LSB technique for hiding the secret data. In this technique 

GIF and JPEFG format of an image and also this technique 

supports hiding of data in a music file also. The LSB based 

steganogaphy techniques have major drawbacks. One of the 

main disadvantages of this mechanism is to lack of 

robustness, when we apply the process of steganalysis. To 

avoid these type of existing problems in LSB approaches, 

we can employ deep neural networks. Imran[10] proposed 

one of the technique related to deep neural networks.  
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ABSTRACT 

Now-a-days it can be observed that, farmers are facing many problems. There is a lot of difference between 

price at farmer and marketing price. Because there are  many people involving to sell their crop items in market 

and they are not getting profits for their crop items and also they are unable to store their crop items in a safe 

place in this context it is proposed to use IT as a tool to bridge the gap between farmer and buyer form open 

market. SMART application helps  for  farmers provide place to store their crop items. Many mobile 

applications are developed for the farmers. All the applications are developed for specific purpose. The 

functions are diverse ranging from crop items information, rates, sell crop items in online and news about 

agriculture. This is used to Farmer to get reasonable price for their crop items. By using this Farmer can 

directly connect to the customer. To develop this application we use Eclipse environment and we run the 

application by launching emulator. 

    Keywords—  Eclipse, Emulator 

 

1. INTRODUCTION 

             SMART MARKETING IN 

AGRICULTURE USING ANDROID is used to 

farmers to sell their product in market and earn 

remarkable profit. This application puts power 

into a farmers hand. This application uses tools 

like Android SDK, Glass Fish Server, etc. 

Farmers often struggle to sell their products with 

reasonable price. Some of them do not know 

basic information like, crop prices, information 

about crops and advices. By agriculture we can 

produce food and raw materials. India is one of 

the popular countries in agriculture. There is need 

to improve technology in agriculture. By using 

technology we can do our work easily. In 

Agriculture also we can use technology to get 

more profit. ‘Green revolution’ is found of 

pesticides and fertilizers. Agriculture sector of 

India has 20% of GDP (Gross Domestic Product) 

and 60% of total population of India farmers, 

which includes small scale producers, are unable 

to access information and technological resources 

that could increase the yield and lead to 

reasonable prices for their crops and products. It 

will put agriculture field to high point. The 

purpose of this application is to develop the 

mobile phone application that helps in farmers, 

leads to agriculture yield improvement and helps 

in care or maintenance of the farms. Smart 

farming increases the production in almost every 

sector. The economy of some of the countries is 

mostly depends on agriculture and farming. A 

major part of the population is directly involved 

with agriculture and farming business. Income 

source of people are limited.most important to 

agriculture. In India most of the people are 

depend on agriculture. [2] India one of the large 

country in the production of rice, wheat, pulses 

and spices. [3] India is self- explanatory country. 

By using technology we can improve our 

agriculture system. To support farmer, 

government launches new schemes and policies. 

New technique and inventions help the 

agriculture domain. But these techniques are not 

reached to the farmer. The troubles come in the 

dissemination of this information not reaching to 

the farmer. So many farmers are uneducated. 

Some of the farmer does not know this invention. 

To help farmer government lunches many 

schemes. This will effectively helps the famer to 

sell their crop items at reasonable prices. By 

using this application farmer can easily upload 
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Abstract: 

Customized courseware writing dependent on recommender framework, which is the procedure 

of programmed learning objects choosing and sequencing, is perceived as one of the most 

fascinating examination field in shrewd online training. Since the student's profile of every 

student is not quite the same as to each other, we should fit figuring out how to the various needs 

of students. Truth be told from the information on the student's profile, it is simpler to suggest a 

reasonable arrangement of learning articles to improve the learning procedure. In this paper we 

portray another versatile learning framework Learn Fit, which can consequently adjust to the 

dynamic inclinations of students. This framework perceives various examples of learning style 

and students' propensities through testing the mental model of students and mining their server 

logs. Right off the bat, the gadget proposed a customized learning situation to manage the virus 

start issue by utilizing the Felder and Silverman's model. Next, it examines the propensities and 

the inclinations of the students through mining the data about students' activities and 

collaborations. At last, the learning situation is returned to and refreshed utilizing half and half 

recommender framework dependent on K-Nearest Neighbors and affiliation rule mining 

calculations. The consequences of the framework tried in genuine situations show that 

considering the student's inclinations builds learning quality and fulfills the student. 

Keywords—  E-learning, Recommender system, Learning style, Collaborative filtering, 

Learning objects 

 

I Introduction: 

These days, improvement of looking 

through innovation gives students another 

approach to break free with the more 

conventional instructive models by 

investigating manners by which Web-based 

could adjust their conduct to the objectives, 

errands, premiums, and different attributes 

of clients. Because of individual needs, 

personalization in training encourages  

 

 

understudies to learn better by utilizing 

various procedures to make different 

learning encounters. As of late, one of the 

new type of learning personalization that has 

been communicated as a need by a few 

investigations is to give suggestions for 

students so as to help and to help them 

through the learning procedure. Surely, 

recommender frameworks are getting 
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Abstract: In past decade system learning (ML) and deep studying (DL), has generated impossible to resist 

research interest and attracted remarkable public attention. With the growing integration of the Internet and social 

lifestyles, there may be exchange in how people research and work, but it also exposes them to extreme security 

threats. It is a difficult undertaking to protect touchy facts, information, community and computers connected 

structures from the unauthorized cyberattacks. For this cause, effective cyber protection is needed. Recent 

technology which include machine learning and deep studying are incorporated with cyberattacks to offer solution 

to this problem. The paper surveys machine getting to know and deep learning in cyber safety also it discusses the 

challenges and possibilities of the use of ML / DL and offers recommendations for studies directions. 

Keywords:Cyber safety, Machine studying, Deep learning, Intrusion detection. 

 

I. INTRODUCTION 

Presently gadget linked by using net, which includes 

the hardware, software & records may be included from 

cyberattacks through cyber safety. Cybersecurity is a 

hard and fast of technologies and processes designed to 

protect computers, networks, packages and information 

from assaults and unauthorized get entry to, alteration, 

or destruction. As threats come to be extra sophisticated 

the most recent technology consisting of Machine 

mastering (ML) and deep learning (DL) are used inside 

the cybersecurity community to leverage protection 

abilties. Nowadays, cyber protection is a stimulating 

trouble within the cyber area and it's been depending on 

computerization of different software domains which 

includes budget, enterprise, scientific, and many other 

important regions [11]. To pick out various community 

attacks, specifically no longer formerly visible attacks, 

is a key difficulty to be solved urgently [1]. 

This paper offers with preceding work in gadget 

studying (ML) and deep gaining knowledge of (DL) 

techniques for cybersecurity applications and some 

applications of every approach in cyber safety 

operations are described. The ML and DL strategies 

blanketed in this paper are applicable to discover cyber  

 

 

protection threats including hackers and predators, 

adware, phishing and network intrusion detection in 

ML/DL. Thus, extraordinary prominence is placed on 

an intensive description of the ML/DL methods, and 

references to seminal works for each ML and DL 

approach are supplied [1]. And speak the traumatic 

situations and opportunities of using ML / DL for 

cybersecurity.The rest of the survey is organized as 

follows: 

Section II tells about cyber protection, Section III 

consists of Machine gaining knowledge of, Section IV 

consists of survey on Deep studying and Section V 

committed to similarities and differences between 

Machine studying & Deep getting to know. 

II. CYBERSECURITY 

Protection of networks, laptop connected gadgets, 

programs, and facts from malicious assaults or 

unauthorized get admission to the usage of set of 

technologies is called cyber security. Cyber safety 

can be usually referred as information era security. 

Information may be sensitive statistics, or other kinds 

of records for which unauthorized access leads to 

catastrophe. In the manner of synchronizing with new  
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ABSTRACT 

During a decade ago breast cancer is perceived as significant reason for death among ladies 

and the quantity of breast cancer disease patients is expanding. Mammography is the best 

technique for the early discovery of breast diseases. Finding a precise and powerful computer 

supported determination framework for arrangement of the variations from the norm in the 

mammograms as threatening or considerate still stays a test in the advanced mammography. 

The present work focus around the extraction of the element without expelling pectoral 

muscle in pre-processing stage utilizing another effective strategy and distinguish unusual 

region utilizing division and edge location. Database of MIAS mammography images was 

used to classify normal/ abnormal individuals and benign/ malignant cancer patients and the 

KNN classifier. Training on an enormous number of information offers a significant level of 

exactness. Be that as it may, because of the constrained volume of patients, the biomedical 

datasets contain a moderately modest number of tests. Information growth is along these lines 

a technique to expand the size of info information by creating new information from the 

previous information. The information increment has numerous structures; the one utilized 

here is the pivot. When manually cropping the ROI from the mammogram, the reliability of 

the newly trained DCNN design is 71.01 percent. Segmentation methods, the average region 

under the curve (AUC) attained was 0.88 (88%). In contrast, when using the CBISDDSM 

specimens, the DCNN reliability is improved to 73.6%. The accuracy of the KNN thus 

becomes 87.2% with an AUC equal to 0.94 (94%). Compared to previous work, this is the 

largest AUC value using the similar conditions. 

Keywords—CNN, Mammography 

 

 

1. INTRODUCTION  

Breast cancer is caused by an abnormal 

breast cell growth. These cells are rapidly 

growing in benign and malignant tumours. 

Increasing number of cells in benign 

tumours stop at a defined stage, but in 

malignant tumours it continues to grow 

until all parts of the body are affected. The 

risk of breast cancer increased with early 

menstruation in younger age, menopause 

in older age and late marriage. Nutrition 

and lifestyle are important factors in breast 

cancer, in addition to contraceptive drugs 

and hormone. Image processing is one of 

the key concepts in the fields of medical 

and biotechnology.  

The purpose of these mechanisms is to 

enhance the relative quality of information 
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ABSTRACT 

Agriculture is one among the main revenue producing sectors of India and a source of survival. 

Numerous seasonal, economic and biological patterns influence the crop production but 

unpredictable changes in these patterns cause an excellent loss to farmers. These risks are often 

reduced when suitable approaches are employed on data associated with soil type, temperature, 

air pressure , humidity and crop type. Whereas, crop and meteorology are often predicted by 

deriving useful insights from these agricultural data that aids farmers to make a decision on the 

crop they might wish to plant for the forthcoming year resulting in maximum profit. This paper 

presents a survey on the varied algorithms used for weather, crop yield, and crop cost prediction. 

KEYWORDS: Agriculture, Crop yield prediction, Cost forecasting, Weather prediction. 

 

I. INTRODUCTION 

Agriculture is superior to citizenry , because 

it forms the idea for food security. 

Agriculture is that the main source of value 

for many developing countries [1]. 

However, for the developed countries, 

agriculture contributes a bigger percentage 

to their value . Agriculture is one among the 

main sectors to be impacted by different 

sources like climatic changes, soil attributes, 

seasonal changes etc., [2]. India is 

predominantly an agriculture based country, 

and agriculture is that the important 

occupation for many of the Indian families. 

In India, over 60.3% of acreage is 

agricultural land, it contributes about 17% to 

the entire Gross Domestic Product (GDP),  

 

 

one-tenth (10%) of total exports and offers 

employment to 60% of the population. 

India's agriculture consists of various crops, 

with the main crops of rice and wheat. 

Indian farmers growing pulses, sugarcane 

and also, non-food items like cotton, tea, 

coffee, then on [3], [4].This scenario mainly 

concentrates on meteorology , crop yield 

prediction and crop cost forecasting [5]. 

These factors help the farmers to cultivate 

the simplest food crops and lift the proper 

animals with accordance to environmental 

components. Also, the farmers can adapt to 

climate changes to a point by shifting 

planting dates, choosing varieties with 

different growth duration, or changing crop 
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Abstract 

The   expanding   enthusiasm   for   gathering and     distributing     a     lot     of     people's 

information   as   open   for   purposes,   for example,      clinical      research,      showcase 

investigation,  and  affordable  measures  has made   significant   security   worries   about person's   

touchy   data.   To   manage   these worries,  numerous  Privacy-Preserving  Data Publishing   

(PPDP)   procedures   have   been proposed in writing. Be that as it may, they come  up  short  on  

an  appropriate  security portrayal  and  estimation.  In this paper, we first  present  a  novel  multi-
variable  security portrayal and quantification model. In light of   this   model,   we   can   break   
down   the earlier   and   back   antagonistic   conviction about  trait  estimations  of  people.  We  

can likewise   examine  the  affectability   of   any identifier  in  protection  portrayal.  At  that 
point,  we  show  that  security  ought  not  to be      estimated      dependent      on      one 

measurement.   We   show   how   this   could bring about security confusion. We propose two         

unique         measurements         for quantification      of      protection      spillage, dispersion   
spillage,   and   entropy   spillage. Utilizing these measurements, we examined probably  the  most  

notable  PPDP  methods, for  example,  k-obscurity,  l-decent  variety, and t-closeness. In light of 

our structure and the    proposed    measurements,    we    can discover  that  all  the  current  PPDP  

plans have   confinements   in   security   portrayal. Our     proposed     security     portrayal     and 

estimation     structure     adds     to     better understanding   and   assessment   of   these systems. 

Along these lines, this paper gives an      establishment      to      structure      and examination of 

PPDP plans. 

Keywords: Data privacy, data security, data publishing,  big  data,  data  mining,  privacy 

quantification, privacy leakage 

 

I)Introduction 

The   expanding   enthusiasm   for   

gathering and     distributing     a     lot     of     

people's information   as   open   for   

purposes,   for example,      clinical      

research,      showcase investigation,  and  

affordable  measures  has made   significant   

security   worries   about person's   touchy   

data.   To   manage   these worries,  

numerous  Privacy-Preserving  Data 

Publishing   (PPDP)   procedures   have    

 

 

been proposed in writing. Be that as it may, 

they come  up  short  on  an  appropriate  

security portrayal  and  estimation.  In this 

paper, we first  present  a  novel  multi-
variable  security portrayal and quantification 
model. In light of   this   model,   we   can   

break   down   the earlier   and   back   

antagonistic   conviction about  trait  

estimations  of  people.  We  can likewise   

examine  the  affectability   of   any identifier  
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Abstract :- Recommender Systems (RS) are proven to be very much beneficial on e-commerce 

sites by providing useful information to the customers in the decision-making process. The 

growth of computer mediated marketing has lead to increase interest in RS from past one decade 

Collaborative RS are the most popular type of these systems and they use ratings, i.e. the 

opinions of users on specific items, to determine neighbourhoods between users. Traditional RS 

like collaborative, content-based, knowledge-based, and hybrid systems use two dimensional 

ratings, i.e. the user and the item itself. But these systems omit much available information in 

some applications in which the contextual information plays a major role, for instance in the 

movies, restaurants or tourism domains. Contextual information has various forms like time, 

place, location, room, value, and etc. To acquire a dataset with the contextual information is not 

a simple task. For the purpose of analysis, we therefore consider a well-known e- tourism 

platform trip advisor (http://www.tripadvisor.com) which has many reviews given by different 

users with contextual information for various hotels across the city called sao-paulo The hotel 

industry in Sau-paulo is important, because number of fabulous events throughout the years, 

inviting visitors from all over the world as its guests. Hotels are primarily viewed as a service 

industry with intangible areas of guest experience and service. We focused on identifying the 

attributes that differentiate one hotel from another. The objective is to analyze the impact of 

contextual ratings on overall guest satisfaction & recommending potential segment with the help 

of multiple regression which is a part of Machine Learning. This analysis will help the hotel 

management(s). To concern the segments which are not highly co-related with overall rating. So 

that, they take the necessary steps to improve the concerns. 

Keywords—contextual information, overall guest satisfaction,Multiple Regression,co-

related 

 

INTRODUCTION 

Now a day’s tourism Industry generates a 

significant portion of national income for 

many countries. Tourism industries are 

boost the country’s economy and a large 

number of new job openings for the local 

people, and tourists spend money on a wide  

 

 

range of  services, including hotels, 

amusements transportation, food and 

medical Services, this way tourism yields an  

additional income, greatly supporting the 

country’s. In South America, the tourism 

industry had an accelerated growth in 



 

Volume 04, Issue 06, Jun 2020                               ISSN 2581 – 4575 Page 54 

 

 

A NOVEL METHOD FOR FUZZY BAG-OF-WORDS BASED ON 

WORD CLUSTERS 
1
G MOUNICA ,

2 
N NAGA BHAVANI ,

3
P.A.K ROHIT, 

4
Dr.D.SUNEETHA 

1,2,3
Student, NRI Institute of Technology, Pothavarappadu (V), Via Nunna, Agiripalli (M), PIN-521 212 

4
Professor ,department of CSE, NRI Institute of Technology, Pothavarappadu (V), Via Nunna, Agiripalli 

(M), PIN-521 212. 

 

  

ABSTRACT: 

One key issue in text mining and language process (NLP) is the way to effectively 

represent documents mistreatment numerical vectors. One classical model is that the Bag-of-

Words (BoW). In a very BoW-based vector illustration of a document, every component denotes 

the normalized variety of prevalence of a basis term within the document. To count the amount 

of prevalence of a basis term, BoW conducts actual word matching, which might be considered a 

tough mapping from words to the premise term. BoW illustration suffers from its intrinsic 

extreme spareness, high spatiality, and inability to capture high-level linguistics meanings behind 

text knowledge. To deal with the on top of problems, we have a tendency to propose a brand new 

document illustration methodology named Fuzzy Bag-of-Words (FBoW) during this project. 

Fuzzy Bag-of-Words model uses basis words for representation and clusters are formed as 

cluster-item pairs. Document representation is done by using this clusters. Since word semantic 

matching instead of exact word string matching is used, the FBoW could encode more semantics 

into the numerical representation. In addition, we propose to use word clusters instead of individual 

words as basis terms and develop Fuzzy Bag-of-WordClusters (FBoWC) models. 

            

INTRODUCTION: 

As the net grows, an outsized range 

of text data is currently out there within 

the kind of machine readable electronic 

documents. The method of Automatic data 

Retrieval so got abundant importance in 

recent years because of the exponential 

growth of the amount of documents in 

digital kind. Text classification or Text 

categorization is that the method to reason 

the digital documents into individual 

classes that describe the contents of the 

documents. Every document will belong to 

1 or a lot of clusters supported by their 

contents. The Preprocessing step is 

followed by a Text classification rule in a 

very Text Categorization method. Feature 

extraction and have choice area unit the 2 

main steps of Preprocessing. In Feature 

extraction, tokenization, stop word 

removal and stemming area unit carried. In 

Feature choice, the term coefficient 

strategies area unit administrated to search 

out the foremost relevant data from a 

collection of documents. For text 

classification, there area unit completely 



 

Volume 04, Issue 06, Jun 2020                                   ISSN 2581 – 4575 Page 171 

     

 

 

 

 

 

 

 

Abstract: 

Load forecasting has been profoundly examined due to its basic job in Smart Grid. In current Smart Grid, there 

are different kinds of clients with various vitality utilization designs. Client's vitality utilization designs are 

alluded as client practices. It would significantly benefit load forecasting in a lattice if client practices could be 
considered. This paper proposes an inventive strategy that totals various sorts of clients by their identified 
practices, and afterward predicts the heap of every client bunch, to improve load forecasting precision of the 

entire matrix. Space Continuous Conditional Random Fields (SCCRF) is proposed to adequately recognize 

distinctive client practices through learning. A progressive grouping process is then acquainted with total clients 

as per the identified practices. Inside every client group, a delegate SCCRF is fine-tuned to anticipate the heap 

of its bunch. The final heap of the entire lattice is gotten by adding the heaps of each bunch. The proposed 
strategy for load estimating in Smart Grid has two significant points of interest. 1. Learning client practices 

improves the expectation precision as well as has a low computational expense. 2. SCCRF can successfully 

show the heap determining issue of one client, and all the while select key highlights to distinguish its vitality 

utilization design. Tests led from alternate points of view show the upsides of the proposed load determining 

strategy. Further conversation is given, showing that the methodology of learning client practices can be 

reached out as a general system to encourage dynamic in other market areas. 

IndexTerms:Load Forecasting, Customer Behaviors, Continuous Conditional Random Fields, Sparse CCRF, 

Demand Prediction. 

IndexTerms:Load Forecasting, Customer Behaviors, Continuous Conditional Random Fields, Sparse CCRF, 

Demand Prediction. 

 

I. Introduction: 

 Load forecasting aims to predict the energy 

demand of customers under the influence of a 

series of factors, such as time, price and weather 

conditions. Load forecasting can benefit Smart 

Grid in several aspects. Accurate load forecasting 

helps to determine the amount of energy to 

produce, thus to improve the efficiency of energy 

usage and keep the grid away from the risk of too 

much surplus energy. Brokers in Smart Grid 

markets rely heavily on load forecasting to make 

decisions on how much energy to purchase, in 

order to keep a good supply-demand balance and 

make more profit. This study focuses on short-term 

load forecasting, i.e. Prediction of hourly power 

demand over the next 24 hours of a smart grid with 

various types of customers. Formally, the input 

data X = [x1; x2; ·  ·  ·  ; xn] is a n × D matrix, 

representing n steps and D features in each step. 

The output y is a n-dimension vector, 
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ABSTRACT: 

 In today’s world diabetes is the significant wellbeing challenges in India. It is a 

gathering of a disorder that outcomes in as well much sugar in the blood. It is an 

extended condition that influences the manner in which the body motorizes the 

glucose. Avoidance and forecast of diabetes mellitus is progressively picking up 

enthusiasm for clinical sciences.In this paper the purpose of using Predictive 

Modeling for presumptive diagnosis of Type 2 Diabetes Mellitus based on 

symptomatic analysis is the optimization of the diagnosis phase of the disease through 

the process of evaluating symptomatic characteristics and daily habits, allowing the 

forecasting of Type 2 Diabetes without the need of medical exams through predictive 

analysis. 

 

I.INTRODUCTION 

Globally, many chronic diseases are 

prevalent in developing and developed 

countries .Diabetes affects the different 

parts of the human body parts like 

eyes, kidneys, heart, and nerves. DM is 

one of the most common endocrine 

disorders, affecting more than 200 

million people worldwide. The onset 

of diabetes is estimated to rise 

dramatically in the upcoming years. 

Diabetes Mellitus is defined as a group 

of metabolic disorders mainly caused 

by abnormal insulin secretion and/or 

action. Insulin deficiency results in 

elevated blood glucose levels and 

impaired metabolism of carbohydrates, 

fat and proteins. The ordinary 

recognizing process is that patients  

 

 

need to visit a symptomatic focus , 

counsel their primary care physician, 

and hold on for a day or more to get 

their reports. Also, every time they 

need to get their finding report, they 

need to squander their cash futile. 

Diabetes leads to serious complications 

or even premature death. In any case, 

to diagnosing diabetes, a few tedious 

tests and examining basic elements are 

finished.Presently AI calculations are 

utilized to arrange and analysis the 

maladies, so as to dispense with the 

issue and diminish the necessary 

expense. Other than that, utilizing the 

AI calculation lead to significant and 

precise choices. Hence, the prevention 

and detection of disease in the early 
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Abstract 

Security issues and assault the executives in straightforward frequency division multiplexing 

(WDM) optical systems have happened to prime significance to organize administrators due to 

the high information rates included and the vulnerabilities related with straightforwardness. 

Purposeful physical-layer assaults, for example, powerful sticking, can truly debase arrange 

execution and must be managed proficiently. While most methodologiesare centered around the 

growing quick discovery and response instruments activated if there should arise an occurrence 

of an assault, we propose a novel methodology to help manage these issues in the system 

arranging and provisioning process as an anticipation component. To be specific, we propose to 

course light paths so as to limit the potential harm brought about by different physical-layer 

assaults. We present a new target basis for the directing and frequency task (RWA) issue, which 

we call the most extreme Light path Attack Span, and figure the steering subproblem as a 

number straight program (ILP). We test it on little systems to get an understanding into its 

multifaceted nature and contrast it with a plan that limits blockage. Results demonstrate that our 

detailing accomplishes altogether better outcomes for the while getting close ideal or ideal 

blockage in all cases. For bigger systems, we propose a tabu quest calculation for assault mindful 

light path directing, in blend with a current chart shading calculation for frequency task. Testing 

and contrasting and existing methodologies from writing demonstrate its predominance with 

regard to the and average light path load, yet at the cost of to some degree higher blockage. In 

any case, this is advocated with the acquired improvement in arrange security 

Keywords:—Integer linear programming (ILP), physical-layer attacks, routing and wavelength 

assignment (RWA), tabu search, transparent optical networks

 

I INTRODUCTION 

Straightforward optical systems dependent 

on frequency division multiplexing (WDM) 

can abuse the tremendous limit of optical 

filaments by partitioning it among various 

frequencies. All things considered, they  

 

 

have been built up as the enabling 

innovation for the present fast spin systems, 

meeting shoppers' ever-expanding data 

transmission requests. In frequency steered 

or straightforward optical systems, all-
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Abstract—In present era, in brand selection we mainly depend on online reviews and review sites are more 

confronted with the spread of misinformation, i.e., opinion spam, which aims at promoting or damaging some 

target businesses, by misleading either human readers, or automated opinion mining and sentiment analysis 

systems.For this reason, in the last years, several data-driven approaches have been proposed to assess the 

credibility of user- generated content diffused through social media in the form of on-line reviews.Distinct 

approaches often consider different subsets of characteristics, i.e., features, connected to both reviews and 

reviewers, as well as to the network structure linking distinct entities on the review-site in exam.This article 

aims at providing an analysis of the main review and reviewer-centric features that have been proposed up to 

now in the literature to detect fake reviews, in particular from those approaches that employ supervised 

machine learning techniques. These solutions provide in general better results with respect to purely 

unsupervised approaches, which are often based on graph-based methods that consider relational ties in 

review sites.Furthermore, this work proposes and evaluates some additional new features that can be suitable 

to classify genuine and fake reviews. For this purpose, a supervised classifier based on Random Forests have 

been implemented, by considering both well-known and new features, and a large-scale labeled dataset from 

which all these features have been extracted. The good results obtained show the effectiveness of new 

features to detect in particular singleton fake reviews, and in general the utility of this study. 

 

I. INTRODUCTION 

The social Web and the increasing popularity 

of social media have led to the spread of multiple 

kinds of content (i.e., textual, acoustic, visual) 

generated directly by users, the so called user-

generated content (UGC). By means of Web 2.0 

technologies, it is possible for every individual to 

diffuse contents on social media, almost without 

any form of trusted external control. This implies 

that there are no means to verify, a priori, the 

reliability of the sources and the believability of 

the content generated. In this context, the issue of 

assessing the credibility of the information 

diffused by means of social media platforms is 

receiving increasing attention fromresearchers. 

In particular, this issue has been deeply 

investigated in review sites, where the spread of 

misinformation in the form of opinion spam, and 

the negative consequences that it brings, are 

particularly harmful for both businesses and 

users. In this context, opinion spam detection 

aims at identifying fake reviews, fake comments, 

fake blogs, fake social network postings, 

deceptions, and deceptive messages [1], and to 

make them readily recognizable. Detection 

techniques to identify fake reviews have been 

proposed in particular for specific review sites 

such as TripAdvisor1 or Yelp, 2 where users’ 
reviews have a powerful effect on people visiting 

the Website for advice. Therefore, a 

recommendation of a product or a service such as 

a restaurant or a hotel based on false information 

can have detrimentalconsequences. 

Most approaches that have been proposed so 

far to detect fake reviews in these social media 

platforms rely on supervised machine learning 



JOURNAL OF CRITICAL REVIEWS 

ISSN- 2394-5125                             VOL 7, ISSUE 15, 2020 

2582 

 

A MODEL  TO  DETECT SOCIAL NETWORK MENTAL DISORDERS 

USING AI TECHNIQUES. 

1
Dr.Tummapudi.Subha Mastan Rao,

2
Dr.Vijaya sri kompalli,

3
Udayasri kompalli 

1 
Associate Professor, CMR Technical Campus, Hyderabad, Telangana 

2
 Associate Professor,Koneru Lakshmaiah Educational Foundation, vaddeswaram, A.P 

3
 Associate Professor, NRI institute of  Technology ,Agirapalli,A.P 

1
mastan1061@gmail.com, 

2
kompallivsri@gmail.com, 

3
mudayasri77@gmail.com  

Abstract: 

Nowadays the users of social network are increasing drastically worldwide. This platform become very useful for sharing 

information, discussing on various issues, Even majority of their active time  they are spending on social medias like 

tweeter, face Book etc. Due to this physical human relations are damaging, and users are addicted to internet and frequent 

checking of tweeter, Facebook etc, Net compulsion. Recent surveys telling that there is a relation between mental health 

and social network behaviour. Still it is unclear how this mental illness and social networks are related. In this paper we 

are going propose a model to  to find out mental disorders using social network data analysis, in this work we have 

collected  the data from twitter and manually labelled that data into two classes one is depressive and other is normal then 

then data pre-processing was performed then it is  divided into training and testing sets, training data is used to build the 

model by making navie bayes classifier to learn from the data. Once model is build it was tested with the testing set and 

obtained results with high Accuracy around 92.3. So usually doctor need to find metal disorders they will fire some 

questions to the patient based on that doctor detects mental illness but  in  this model we can able to detect mental 

disorders without consulting patient based on their social network behaviour analysis.    

1. Introduction 

Social network is nothing but an internet based software application which allows family members, friends, colleagues, 

clients connect to one other to share information like photos, videos, messages, Documents, Location etc altogether it 

changes entirely the way we are communicating. In recent years the popularity of social media increases drastically    

throughout the world. Even it is reaching to common man , uneducated persons also can able to use these social media 

comfortably. Here information exchange is very fast with in no time any information can reach throughout the world. 

Various kinds of social media available in current market are shown in Fig.1. 

 

 

 

 
Fig.1 Different Social media in Current Market 
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ABSTRACT: Social networking websites have interaction tens of millions of users around the 

sector. The users’ interactions with these social websites, inclusive of Twitter and Facebook 

have an exceptional effect and sometimes unwanted repercussions for each day life. The 

distinguished social networking web sites have turned into a target platform for the spammers 

to disperse a huge amount of irrelevant and deleterious records. Twitter, as an example, has end 

up one of the most extravagantly used structures of all instances and consequently lets in an 

unreasonable amount of unsolicited mail. Fake users send undesired tweets to users to promote 

services or websites that no longer only have an effect on legitimate users but also disrupt aid 

consumption. Moreover, the possibility of expanding invalid data to customers thru fake 

identities has extended that outcomes inside the unrolling of dangerous content. Recently, the 

detection of spammers and identification of fake users on Twitter has grown to be a 

commonplace region of studies in contemporary online social Networks (OSNs). In this paper, 

we perform a review of techniques used for detecting spammers on Twitter. Moreover, a 

taxonomy of the Twitter unsolicited mail detection processes is offered that classifies the 

strategies based totally on their capacity to discover: (i) faux content material, (ii) unsolicited 

mail based totally on URL, (iii) spam in trending topics, and (iv) faux users. The offered 

techniques are also compared primarily based on numerous capabilities, along with user 

features, content material features, graph functions, structure features, and time features. We 

are hopeful that the provided look at may be a beneficial aid for researchers to discover the 

highlights of recent developments in Twitter junk mail detection on an unmarried platform. 

  INDEX TERMS: Classification, faux consumer detection, on-line social network, spammer’s 

identification. 

 

I. INTRODUCTION 

It has become quite unpretentious to reap 

any sort of records from any supply across 

the world through using the Internet. The 

accelerated demand of social sites lets in 

users to acquire ample amount of statistics 

and records about users. Huge volumes of 

information available on those sites also 

draw the eye of faux customers [1]. 

Twitter has unexpectedly grow to be an 

online source for obtaining real-time 

statistics about customers. Twitter is an 

Online Social Network (OSN) where 

users can share whatever and everything, 

inclusive of news, reviews, or even their 

moods. Several arguments may be held 
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Abstract 

We propose a deep learning method for eventdriven stock market prediction. First, events 

areextracted from news text, and represented as dense vectors, trained using a novel neural tensor 

network.Second, a deep convolutional neural network is used to model both short-term and long-

term influencesof events on stock price movements. Experimental results show that our model 

can achieve nearly 6% improvements on S&P 500 index prediction and individual stock 

prediction, respectively, compared to state-of-the-art baseline methods. In addition, market 

simulation results show that our system is more capable of making profits than previously 

reported systems trained on S&P 500 stockhistorical data. 

 

1 Introduction 

It has been shown that the financial market 

is “informationally efficient” [Fama, 1965] 

— stock prices reflect all known 

information, and the price movement is in 

response to news or events. As web 

information grows, recent work has applied 

Natural Language Processing (NLP) 

techniques to explore financial news for 

predicting market volatility. 

Pioneering work mainly uses simple features 

from news documents, such as bags-of-

words, noun phrases, and named entities 

[Kogan et al., 2009; Schumaker and Chen, 

2009]. Although useful, these features do 

not capture structured relations, which limits 

their potentials. For example, representing 

the event “Microsoft sues Barnes & Noble.” 
using term-level features f“Microsoft”, 
“sues”, “Barnes”, “Noble”g alone, it can be  

 

difficult to accurately predict the price 

movements of Microsoft Inc. and Barnes & 

Noble Inc., respectively, as the unstructured 

terms cannot differentiate the accuser 

(“Microsoft”) 
and defendant (“Barnes & Noble”). Recent 

advances in computing power and NLP 

technology enables more accurate models of 

events with structures. Using open 

information extraction (Open IE) to obtain 

structured events representations, we find 

that the actor and object 
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Abstract -Healthiness of plant is always monitored by healthiness of leaves, stem, flowers and fruits. Now-

a-days people have no idea about all those things. This paper talks about how the problem is solved with 

computerized version generally there are few systems like k-means and different classification algorithm 

which identifies the diseases but not up to the mark so, the paper discuss a new technique called 

Convolution Neural Networks[CNN] in image processing which involves many hidden layers when 

compared to ordinary neural network techniques so that the project will return accurate results. This project 

considers some of the plants which are locally grown in India viz., tomato, corn, grape, potato and apple and 

their related diseases are predicted using image processing and machine learning algorithms. In this project 

the plant leaves are taken as pictures and these pictures are feed to the model which is main part of the work 

which predict whether given leaf is effected or healthy. Later the farmers provide fertilizers for the crop to 

control the disease. 

 

Keywords:Machine Learning, Neural Networks, Convolution Neural Networks, plant disease prediction  

1.INTRODUCTION 

Agriculture is the backbone of Indian economy. 

Nearly 17-18% of GDP depends on Agriculture. 

Most of the rural population depends on 

agriculture and its related activities i.e, about 60% 

of the total population directly or indirectly 

depends on farming for their livelihood. There are 

many sectors in agriculture like crop production, 

livestock, forestry, fishing and aquaculture. 

This project mainly focuses on crop production. 

Basically the crop yields depends on 

environmental factors like weather,soil, rainfall, 

seed quality, fertilizers and pesticides used along 

with these factors the main important issue to be 

considered is detection of plant diseases in 

specified time otherwise it shows more negative 

impact on the crop yields. 

Generally the diseases can be identified when they 

become severe which reduces 20-30% of crop 

yields. So, the farmer should identity the disease 

in earlier stages, it may not be possible through 

optical observation of experienced persons. Now, 

the work is to make this process as easy as 

possible and to help the farmers in identifying the 

plant diseases so that it helps in reduce the 

damage caused by the disease which in turn 

increase the crop productivity. 

2 Literature  Review 

Detection of plant disease is the major issue of the 

computer vision and machine learning. There are 

many phases like pre-processing, extracting the 

features and classification. The support vector 

machine(SVM) classifies the image into two 

categories. In the existing technique support 

vector machine is used for the classification. 

According to Simranjeet, et al.,[2019] the 

proposed methodology is based on the region 

based segmentation, textual feature analysis and 

k-nearest neighbor method is applied for the 

classification. 

A new image recognition system based on 

multiple linear regression is proposed by Guiling 

Sun, et al., [2018]. There are many techniques 
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Abstract---- In this paper, we present a prediction 
model for rainfall ahead of time by using Artificial Neural 
Netork. The resultant prediction rainfall can be used to 
maintain the BER on the communication Link in acceptable 
range for the constant flow of data. The approach used in 
this paper is BackPropagation Algorithm which is very 
famous for predictions. The model which is designed to 
predict rainfall based on current weather details where the 
model is trained based on the given hourly data of a 
particular region which the user wants.For our model 
validation we used very powerful and trendy validation 
function that is Sparse Categorical Cross Entropy(SCCE), 
gives the eroor rate in a acceptable levels. 

 
Keywords----Rain fall event, Back Propagation 

Algorithm,Artificial Neural Network, Current Weather Details 
 

I. INTRODUCTION 
 

As we are in the era of 4G Technology which is fully 
based on Optical Fiber Network in Communication area. But, in 
future we are going into new era of 5G Technology which is 
constructed on” SATELLITE COMMUNICATION” which 
means very fast aaccess. At present the Network Trsfficing is 
increased rpidly because everything is Digitalized. Now it is bit 
harder to control the traffic and also providing a good service. 
So we are stepping into 5G.Providing best Quality Service we 
have to monitor so many factors like Channel Utilization etc. 
There are so many mitigation techniques have employed to 
ensure that channel is available to the user so many channel 
conditions. In general we have no.of techniques like 
BPSK,QPSK,OPSK etc. We got so many advanced techniques 
to provide service to the user. But, what the main problem is 
while we are using Satellite Communication there are so many 
factors shows their affect on the Communication Link. Different 
factors like Natural factors like Wind, Rainfall and some 
Physical factors like type of modulation techniques used, How 
strong it is Encoded and Decoded etc. Above explained 
mitigation techniques monitor the signal level on the link and 
then use the appropriate feedback channel back to the 
transmitter to indicate the state of channel for an action to be 

effected as is the case with frequency diversity and power control. 
But, what we considered is to reduce the buffer time during an rain 
event. 

This paper presents a predictive model which focuses 
on implementing a predictive system that predicts the future 
rainfall ahead of time. The level of rainfall that was predicted 
results in selecting an appropriate Digital Modulation Technique 
that will provide availability on link and good Quality service. 

 
This paper was explained in 5 Sections with 

 
Introduction Section-I 
Literature Review Section-II 
Artificial Neural Network Section-III 
Back Propagation Algorithm Section-IV 
Results Section-V 

 
 

II. LITERATURE REVIEW 
 

After referring so many reference papers we got so 
much of knowledge about ANN and BER. 

 
Many researchers do their studies about Rainfall 

Prediction by using Artificial Neural Network based on weekly, 
monthly, yearly. Thomas J [1] use Artificial Neural Network for 
prediction of Rainfall rate, in that they used a specific Location 
in Durban for training and prediction. And they classifies whole 
data into 4 different classes based n the rate of rainfall they 
captured from the data. They got the results with >23% 
accuracy. 

From another study, Kothyari [2] they explained full 
description about the Bit Error Rate (BER) like reasons why this 
problem rises and what are the factors those effect this. We have 
an equation to estimate the value of BER also, that was 
explained here. 

 
After analyzing all these papers we decide to develop 

a model using ANN with Back Propagation algorithm. 
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Accomplishing Data Truthfulness and Con�dentiality in Large

Scale Data Markets

K. Swathi, C. V. K. Rajasree Alekhya, J. Bhanu Chandar, K. Pravallika

Abstract

Due to the advent of new technologies, devices, and communication, the data generated by the human is

growing rigorously, along with the data, the use of person-speci�c data is increasing. The service provider

extracts basic data from the contributors and trades it for the data consumers. But the major problem is the data

truthfulness. To overcome this problem, this paper introduces a framework called Truthfulness and

con�dentiality in Data Markets (TCDM), which veri�es the truthfulness in data collection as well as in data

processing and provides quality-added data to the consumers. Most of the contributors do not want to reveal

their private information to the data consumers. TCDM provides security to the contributors by using a meddle

proof-device. TCDM provides truthfulness and con�dentiality using homomorphic encryption and identity-based

encryption. TCDM follows Encrypt-then-Sign fashion to attain truthfulness. It simultaneously, provides batch

veri�cation, outcome veri�cation, data processing, etc. Finally, TCDM can achieve all the tasks with low

computational and communicational overheads.

Keywords: Data truthfulness, meddle-proof device, con�dentiality, Privacy, encryption.
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I. ABSTRACT 

Driver Drowsiness monitoring and Warning System has been developed employing a non-

intrusive machine vision based concepts. The system uses a touch monochrome security camera 

that points directly towards the driver’s face and monitors the driver’s eyes so on detect fatigue. 

In such a case when fatigue is detected, a alarm is issued to alert the drive . This report describes 

the thanks to find the eyes, and also the thanks to determine if the eyes are open or closed. The 

system deals with using information obtained for the binary version of the image to hunt out the 

edges of the face, which narrows the planet of where the eyes may exist. Once the face area is 

found, the eyes are found by computing the horizontal averages within the world. Taking under 

consideration the knowledge that eye regions within the face present great intensity changes, the 

eyes are located by finding the many intensity changes within the face. Once the eyes are 

identified, measuring the distances between the intensity changes within the eye area determine 

whether the eye s are open or closed an out sized distance corresponds to eye closure. If the 

system detects the eyes are found close for twenty consecutive frames, the system gives the 

conclusion that the driver is falling asleep and issues an alarm. The system is additionally able to 

detect when the eyes cannot be found, and works under reasonable lighting conditions. 

INDEX TERMS: nap detection, capture processing, face identification 

 

II INTRODUCTION 

The Biggest problem regarding the 

increased use of vehicles is that the rising 

number of road accidents. Road accidents 

are undoubtedly a worldwide menace in our 

country. The frequency of road accidents in 

India is among the very best within the 

world. The fatalities, associated expenses 

and related dangers are recognized as 

serious threat to the country. of these factors  

 

 

led to the event of Intelligent Transportation 

Systems (ITS). ITS include driver assistance 

systems like Adaptive control, Pedestrian 

Detection Systems, Intelligent Headlights, 

Blind Spot Detection Systems, etc. Taking 

under consideration of those factors, the 

driver’s state may be a major challenge for 

designing advanced driver assistance 

systems. Driver recklessness and 
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Abstract: 

The task is for the most part focused on MasterCard extortion location in genuine world. An 

incredible development in the quantity of MasterCard exchanges has as of late prompted an 

extensive ascent in deceitful exercises. The object is to get products without paying, or to get 

unapproved assets from a record. Execution of effective extortion location frameworks has 

gotten basic for all charge card giving banks to limit their misfortunes. One of the most vital 

difficulties in making the business is that neither the card nor the cardholder should be available 

when the buy is being made. This makes it unthinkable for the shipper to confirm whether the 

client making a buy is the credible cardholder or not. With the proposed plot, utilizing irregular 

timberland calculation the exactness of identifying the extortion can be improved can be 

improved. Characterization procedure of arbitrary backwoods calculation to investigate 

informational collection and client current dataset. At long last advance the exactness of the 

outcome information. The presentation of the procedures is assessed dependent on exactness, 

affectability, and explicitness, and accuracy. At that point handling of a portion of the qualities 

gave recognizes the misrepresentation location and gives the graphical model perception. The 

presentation of the procedures is assessed dependent on exactness, affectability, and explicitness, 

and accuracy. 

Keywords:  Master Card, Fraud Detection, Random Forest 

 

1 Introduction: 

There are different fake exercises discovery 

procedures has executed in charge card 

exchanges have been kept in specialist 

psyches to techniques to create models 

dependent on computerized reasoning , 

information mining, fluffy rationale and AI. 

Visa extortion discovery is fundamentally 

troublesome, yet additionally mainstream  

 

issue to fathom. In our proposed framework 

we fabricated the MasterCard 

misrepresentation location utilizing Machine 

learning. With the progression of AI 

strategies. AI has been recognized as an 

effective measure for extortion recognition. 

A lot of information is moved during on the 

web exchange forms, bringing about a 

twofold outcome: certified or false. Inside 
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Abstract-Human brain consists of millions of interconnected neurons. The patterns of interaction between these neurons are 

represented as thoughts and emotion-al states. According to the human thoughts, this pattern will be changing which in turn 

produce different electrical waves. A muscle contraction will also generate a unique electrical signal. All these electrical waves 

will be sensed by the brain wave sensor and it will convert the data into packets and transmit through Bluetooth medium. 

Level analyzer unit (LAU) will receive the brain wave raw data and it will extract and process the signal using MATLAB 

platform which is shown in data processing unit. Then the control commands will be transmitted to the robot which is the 

assistive robot. With this entire system, we can move a robot according to the giving instructions to the robot and it can be 

turned by blink thoughts and it can be turned by blink muscle contraction. Electroencephalography (EEG) is the measurement 

of electrical activity in the living brain. In this project we used a brainwave sensor to analyze the EEG signals . This design 

discuss about processing and recording the raw EEG signal from the Mind Wave sensor in the MATLAB environment and 

through WIFI transmission control commands will be passed to the Robot section. Mind wave sensors are not used in clinical 

use, but are used in the Brain Control Interface (BCI). The BCI is a direct communication pathway between the brain and an 

external device to provide direct communication and control between the human brain and physical devices by translating 

different patterns of brain activity into commands in real time . This project work consists of a Processor using brain wave 

sensor and alert unit obstacle detection unit as hardware parts and an effective brain signal system using Matlab platform. 

Now, the owner has to check whether the robot move or not. If he is a not walking then the robot will automatically start. But   

if he is normal mode then the vehicle will run and there is no alert. Once the car received blinking command it will stop 

regardless the place. Further, if the owner wants to move the vehicle he has a need to come normal mode. This will help to  

avoid the movement during in person. The existing system is not having any remote control operation. Depend on others to 

operate and No muscle contraction sensing and the proposed system is having the Brain wave analysis for the signal which are 

taken from the human brain as shown in the block diagram, is having controlling of the robot using Human thoughts, Self 

controlled and operating facility for not to depend on others to operate. This project at Matlab, explains that silent speaking in 

the sense of this platform is “conscious effort to say a word, characterized by subtle movements of internal speech organs 

without actually voicing it.” The process captures signals from the brain to the muscles when the user intentionally vocalizes 

internally. The device later connects such signals with an external computing device. Similar to speech recognition systems, it 

allows the user to make orders to such devices, but without saying anything. 

 
Keywords-Brainwave sensor EEG, Wi-Fi, brainwave visualizer, Smart Sensors, Processors, Assistive Robot, Care givers. 

 
 

 
I.INTRODUCTION 

In India, the elderly population around the world is 
steadily increasing. The number of people 60 years old 
and older increased to almost 900 million in 2015 and 
forecasted to reach 2 billion by 2050. In India, at present, 
the total count for male and female is 51 mil-lion and 53 
million. Existing hospitals, care centers and other 
institutions currently provide care for many physically 

disabled and elderly patients. These are very expensive 
and feasible. Older and patients would prefer to stay in  
the comfort of their home where they feel more confident 
than moving to any expensive adult care or healthcare 
facilities. Hence, if older adults are able to complete self- 
care activities on their own, it will encourage them to 
maintain independence and provide them with a sense of 
accomplishment and ability to enjoy independence longer. 
The best way to support them is to provide a physical 
environment that promotes active aging through the use of 
innovative technologies, such as Artificial Intelligence 
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Abstract: 

Data Compression in Cryptography is one of the interesting 

research topic. The compression process reduces the amount of 

transferring data as well as storage space which in turn effects the 

usage of bandwidth. Further, when a plain text is converted to 

cipher text, the length of the cipher text becomes large. This adds 

up to tremendous information storing. It is extremely important to 

address the storage capacity issue along with the security issues of 

exponentially developing information. This problem can be 

resolved by compressing the ciphertext based on a some 

compression algorithm. In this proposed work used the 

compression technique called palindrome compression technique. 

The compression ratio of the proposed method is better than the 

standard method for both colored and gray scaled images. An 

experimental result for the proposed methods is better than existing 

methods for different types of image. 

 

Keywords: DNA Cryptography, Plaindrome, Data Compression, 

Encryption, Decryption 

 

Introduction: 

 

The cryptography plays a vital role to provide security in the 

field of network or any storage media. There are various 

cryptographic techniques available now a days. Out of 

which, DNA cryptography is new born field in the field of 

Cryptography. While encrypting the cipher text using DNA, 

one will get very long length sequences of ciphertext. In 

order to provide efficient storage for the ciphertext there is a 

need to compress the generated DNA sequences[1]. The 

compression process reduces the amount of transferring data 

as well as storage space which in turn effects the usage of 

bandwidth.  Reducing the size of data leads to reduction in 

the transmission time of data in a network. There are two 

types of data compression techniques available. One is 

Lossless and Lossy Compression techniques. Examples of 

Lossless Compression are Runlength Coding, Huffman 

Coding and LZ77[3]. Examples of Lossy Compression 

techniques are picture transformation, picture resizing and 

quantization.  This chapter discuss the compression 

technique which will be used for providing efficient storage 

for cipher text.  

Related Work: 

Amikov proposed compression algorithm based  on the tree 

modelling for color map images. It works with the 

phenomena of n ary context free model with complex binary 

tree structures of n color map images. The major thing 

present in this is it is suitable for the color images only with 

ITM Web of Conferences 32, 03006 (2020) https://doi.org/10.1051/itmconf/20203203006

ICACC-2020

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution  
License 4.0 (http://creativecommons.org/licenses/by/4.0/).
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Abstract: 

The business in Tokyo is a significant piece of the accommodation and the travel industry 

foundation and a key piece of Tokyo's development story. Inns are principally seen as a help 

industry with impalpable regions of visitor experience and administration levels. The exploration 

goal of this paper is to all the more likely comprehend the inn visitor fulfillment and the regions 

that lodging the board can change, so as to show signs of improvement results. For this reason, 

an investigation of inn visitor fulfillment evaluations dependent on traits, for example, Location, 

Sleep quality, Rooms, Service quality, Value for cash and Cleanliness was performed. Further, 

text examination of client audits was additionally performed to all the more likely comprehend 

the positive and negative assessments of lodging visitors. We concentrated on recognizing the 

characteristics that separate one inn from another, and afterward utilizing these ascribe bits of 

knowledge to make suggestion to lodging the executives, on how they can improve their tasks, 

visitor fulfillment and by and large separate themselves from their opposition. Information from 

an online site, Trip Advisor, was utilized to dissect and analyze client evaluations and surveys on 

five inns. Factual information investigation methods were utilized to recognize the key traits that 

are generally significant in picking lodgings and are basic to concentrate on so as to guarantee 

visitor fulfillment desires are met. In light of text examination, the key outcomes from this 

investigation demonstrated that lodging visitors search for a decent room and an inn with a pool 

and great assistance. In view of the evaluations examination, the most significant qualities for 

visitor fulfillment ended up being Rooms, Value for cash and Location. 

Keywords:Hotel Guest Satisfaction, Hotel Reviews, Hotel Industry, Service Quality, Hotel 

Ratings, Text Analytics, Tokyo 

 

1.0 Introduction 

With the simple access to innovation and 

data, IT has empowered all parts of the inn 

business with decision and recognizable 

proof of a lodging, inn proposals and 

booking of inn settlement utilizing web and 

portable based applications. Audits, value 

examinations and quickened appointments 

have furnished inns with a possible rich 

wellspring of visitor information. Utilization 

of this information is giving profound buyer 

social bits of knowledge.  
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Abstract : Agriculture is the backbone of Indian economy. There are many sectors like livestock, crop 

production,aqua culture etc. Now, our analysis is mainly focuses on aqua culture. The aqua culture depends 

on environmental parameters like temperature, pollutants in water. Water contains chemicals from industries 

that chemicals damage the health of aquatic animals and also those who eat them. Farmers then started aqua 

farming to reduce the effect of thesechemicalsinwater,theytooksomelandanddigapond and started cultivating 

the fishes. But this became a burden for them to go and check the water pollutants and the 

conditionoffishes.Inthiscontexttheremaybealossoffish. So, by taking this as a major issue, we thought this 

problem can be solved with an IOT device. We considered the environmental parameters of aqua life like 

temperature and pollutants in water. To control and monitor theseparameters we have sensors in IOT. In this 

project we use different sensors embedded with micro controller. So, this will help the farmer to 

continuously monitor the pond orAquarium. 

Index Terms—Arduino, GSM, IOT, Sensors. 

 

1. Introduction 

Aquaculture involves the cultivation of fishes 

under controlled conditions. To maintain these 

conditions we are using IOT technology. In IOT 

we are using different sensors embedded with 

micro controller. The aimofourprojectisto increase 

the production of fishes.  The fishes to be 

cultivated without facing any problems due to the 

swings in climate mainly temperature and 

pollutants in water. As fishes livein water so that 

environment should be under control. When fishes 

were healthy then the dependents may also gain 

good health. 

Now a days farmers are facing huge loss due to 

manual 

monitoring,thiswouldreducetheproductionoffish.B

utsea food can cure many diseases because they 

contain high quality protein, iodine ,various 

vitamins and minerals. Aqua farming is gaining 

popularity rapidly because of the 

increasingdemandsofproteinandhealthbenefitsoffis

h.so, by using IOT we are controlling the 

environment which is suitable for fishes which 

increase the economy and productivity offish. 

2. Literature survey 

Aqua culture mainly depends on the environment. 

To maintain that environment there should be 

manual monitoring. But manually it is impossible 

to maintain the environment. So, to control that 

environment different methodologies were used. 

According to Nocheski S and Naumoski A 

[2018], fishes are of different species require 

certain conditions. To maintain these they have 

used Wivity modem that communicates with IOT 

via Wi-Fi connection. 

The methodology proposed by Kamuju Sai Divya, 
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Abstract: Protection of information are critical to the associations particularly the individuals who have testing 

business contenders. The information is defenseless against a few sorts of assaults that may introduce by the 

aggressors living outside or may originate from inside the association. get to control instruments are utilized to 

make sure about the database against an unapproved access by either a gatecrasher or extruder. Right now 

utilized systems are either standard or they bombed extensively to make sure about the database from approved 

and pernicious clients. There were different strategies, utilized beforehand to identify SQL abnormalities and 

to obstruct the inquiry from execution. In spite of the fact that the arrangements were fitting somewhat,there 

was no obvious and troublesome shield open to leave a solid objectives against the entertainment of requests to 

confine the occasion of repudiation of organization DoS. Various reasons are there for the occasion of refusal 

of organization DoS in the database. The DoS may happen when a SQL question is recognized as odd and got 

by the database. k proposes a procedure of SQL mixture area and cleans those requests from the malignant 

codes, commonly implanted by interlopers 

Keywords — Anomaly Detection, Application Profile, SQL Injection 

 

 

INTRODUCTION 

Thusly, revamp made applications which availability 

databases do an extra Layer of access control. 

Consequently, ensuring about a data-base alone isn't 

about enough for such applications, as aggressors 

focusing at taking data can benefit by vulnerabilities 

in the bolstered applications comparatively as make 

these applications to give harming data-base requests. 

A straightforwardness control gadget can essentially 

impede application programs from getting to the 

information to which the exercises are not affirmed, 

yet it can't stay away from abuse of the information 

to which application programs are endorsed for 

openness.Hence, we require a framework prepared to 

find toxic lead rising up out of once in the past 

approve applications. In this paper, we give the 

arrangement of a variation from the norm disclosure 

instrument,Det-Anom that expects to fix such issue. 

Our methodology is based on the assessment and 

profiling of the application so as to make a brief 

portrayal of its correspondence with the data-base. 

Such a record saves a trademark for each sent inquiry 

and in like manner the equal limitations that the 

application program need to fulfill to send the request. 

Later on, in the discovery stage, at whatever point the 

application gives a request, a segment gets the inquiry 

before it arrives at the information source just as 

approves the coordinating signature just as limitations 
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Abstract: Product reviews are valuable for upcoming buyers in helping them to require decisions. Different 

opinion mining techniques are proposed to evaluate a review sentence's orientation. We propose a very unique 

deep learning framework for product review classification. The framework consists of two steps: 1. Embedding 

space which captures the sentiment distribution of sentences through rating information. 2.Upon adding 

Classification Layer on Embedding Layer make Supervised Learning much easier and more accurate. during 

this paper we used a preferred supervised learning algorithms they're 1.support vector machine Or svm. it's used 

for classification moreover as Regression problems. The goal of svm algorithm is to make the most effective 

line Or decision boundary. 2.Random forest which is employed for both classification moreover as regression. It 

creates decision trees on data samples so gets the prediction from each of them and eventually selects the most 

effective solution by means of voting. 

Keywords: sentiment analysis, classification, embedding space. 

 

I.INTRODUCTION 

 With the booming of e-commerce, people 

are becoming wont to consuming online and 

writing comments about their purchase experiences 

on merchant/review Websites. These opinionated 

contents are valuable resources both to future 

customers for decision-making and to merchants 

for improving their products and/or service. 

However, because the volume of reviews grows 

rapidly, people should face a severe information 

overload problem. To alleviate this problem, many 

opinion mining techniques are proposed, e.g. 

opinion summarization opinion polling, and 

comparative analysis . The key challenge is a way 

to accurately predict the sentiment orientation of 

review sentences. Popular sentiment classification 

methods generally fall under two  

categories: (1) lexicon-based methods and (2) 

machine learning methods. Lexicon-based methods 

typically take the tack of first constructing a 

sentiment lexicon of opinion words . Despite 

effectiveness, this sort of methods require 

substantial efforts in lexicon construction and rule 

design. Furthermore, lexicon-based methods cannot 

well handle implicit opinions. As known during 

this is additionally a very important sort of 

opinions. Factual information is sometimes more 

helpful than subjective feelings. Lexicon-based 

methods can only pander to implicit opinions in an 

ad-hoc way . After that, most research during this 

direction revolved around feature engineering for 

better classification performance. Different 

varieties of features are explored, e.g. n-grams, 

Part-of-speech (POS) information and syntactic 

relations , etc. Feature engineering also costs plenty 

of human efforts, and a feature set suitable for one 

domain might not generate good performance for 

other domains. 

II. ALGORITHMS 

Support Vector Machine Algorithm: 

 Support Vector Machine or SVM is one of 

the most popular Supervised Learningalgorithms, 

which is used for Classification as well as 

Regression problems. However,primarily, it is used 

for Classification problems in Machine Learning. 
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ABSTRACT 

DIGITAL INDIA IS A CROWN JEWEL PROGRAMME INTRODUCED BY INDIAN 

GOVERNMENT. DIGITAL INDIA PROGRAMME CONSISTS OF THREE VISION AREAS. FIRST 

VISION AREA IS PROVIDING DIGITAL INFRASTRUCTURE AS UTILITY FOR EVERY 

INDIVIDUAL, SECOND VISION AREA IS PROVIDING SERVICES AND GOVERNANCE FOR 

EACH INDIVIDUAL OF THE NATION ON DEMAND AND THIRD VISION AREA DEALS WITH 

EMPOWERING CITIZENS DIGITALLY. IN TERMS OF POPULATION, ANDHRA PRADESH 

STATE STOOD IN TENTH PLACE IN INDIA. AS PER 2011 CENSUS, ANDHRA PRADESH 

FEMALE POPULATION IS 2, 47, 46, 590. ANDHRA PRADESH STATE’S RURAL WOMEN ARE 1, 

74, 28,445 AND THE URBAN WOMEN ARE 73, 18, 145. ANDHRA PRADESH STATE 

GOVERNMENT IN PARALLEL WITH THE CENTRAL GOVERNMENT PUT MANY EFFORTS IN 

EMPOWERING WOMEN IN ANDHRA PRADESH THROUGH DIGITAL INDIA PROGRAMME.  

IN THIS PAPER, AN ATTEMPT IS MADE TO IDENTIFY THE IMPACT OF DIGITAL INDIA ON 

ECONOMIC EMPOWERMENT OF URBAN AND ANDHRA PRADESH STATE’S RURAL 

WOMEN, TO MAKE COMPARATIVE INVESTIGATION OF THE IMPACT OF DIGITAL INDIA 

ON ECONOMIC EMPOWERMENT OF URBAN AND RURAL WOMEN OF THE SELECTED 

STATE AND TO PICK OUT THE CHALLENGES AND AFFAIRS ENCOUNTERED WHILE 

EXECUTING DIGITAL INDIA FOR ECONOMIC EMPOWERMENT OF WOMEN IN THE STATE.  

 

KEY WORDS: DIGITAL INDIA, ECONOMIC EMPOWERMENT, RURAL WOMEN, URBAN 

WOMEN. 

 

1. INTRODUCTION 

 

Digital India is a crown jewel programme introduced by Indian Government. Digital India Programme 

consists of three vision areas. First vision area is providing Digital Infrastructure as utility for every 

individual, second vision area is providing services and Governance for each individual of the Nation on 
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Abstract - Cash is the key input essential to keep the business running on a continuous basis. Shortage of 

cash will result in disruption in manufacturing operations of the enterprise. On the other hand, excessive 

cash results in idle cash which will not contribute anything towards profitability of the enterprise. Therefore, 

an Enterprise should maintain optimum cash. Cash is the common denominator for which all current assets 

can be reduced. Hence, Cash Management is one of the important topics of Working Capital Management. 

Cash Turnover Ratio and Cash Turnover Period are the tools used for understanding efficiency in cash 

Management. Efficient Cash Turnover is not only important in Large Businesses but also in Micro and 

Small Businesses. This Research paper focuses on Cash Turnover in selected Engineering Micro and Small 

Enterprises in the state of Andhra Pradesh in India. Two-way ANOVA is used for framed hypotheses testing. 

Financial tools used include CTR and CTP. 

Keywords: Cash Management, CTR, CTP, MSEs. 
 

1. Introduction 

Cash is the prime liquid current asset. Cash is the key input essential to keep the business running on a 

continuous basis. Shortage of cash will result in disruption in manufacturing operations of the enterprise. On 

the other hand, excessive cash results in idle cash which will not contribute anything towards profitability of 

the enterprise. Therefore, an Enterprise should maintain optimum cash. Cash is the common denominator for 

which all current assets can be reduced. Hence, Cash Management is one of the important topics of Working 

Capital Management. Cash Turnover refers to the number of times cash is used during every year. Cash 

Turnover Period is time that was taken for one turnover in a year. Cash Turnover Ratio and Cash Turnover 

Period are the tools used for understanding efficiency in cash Management. Efficient Cash Turnover is not only 

important in Large Businesses but also in Micro and Small Businesses. This Research paper focuses on Cash 

Turnover in selected Engineering Micro and Small Enterprises in the state of Andhra Pradesh in India. Micro 

and Small Enterprises in Andhra Pradesh contribute much to the economy in terms of State income and 

employment opportunities. 
 

 

2. Review of Literature 

 

Raju et al (2020)1 had done a study on Indian IT companies by using techniques of Financial Analysis. 

Venkateswrarao. Podile et al (2020)2 had done a study onProfitability trends in Cement Engineering company. 

Venkateswrarao.Podile et al (2020)3 had conducted a research study on Working Capital Structure in Indian 

Cement Enterprise. Venkateswrarao. Podile et al (2020)4 had conducted a research study on Working Capital 

Turnover in Micro and Small Enterprises. Venkateswrarao. Podile et al (2020)5 had done a research study on 
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Abstract 

Inventory management is one of the important constituents of working capital Management. 

Inventory includes raw materials, work in progress and finished goods. Conversion of cash to 

inventory and inventory to receivables are two important phases of operating cycle. Inventory 

turnover and inventory conversion period are important tools in understanding efficiency in 

inventory management. Effective Inventory management is essential not only in large scale 

Enterprises but also in Micro and Small Enterprises. This research paper focuses on Inventory 

turnover in selected Engineering Micro and Small Enterprises (MSEs) of Andhra Pradesh, which 

is a seventh state in India, in terms of area. The data collected is analyzed with financial 

techniques including ITR and ICP and statistical tools covering average, variance and two-way 

ANOVA.   

Keywords: SMEs, ITR, ICP 

Introduction 

Inventory management is one of the important constituents of working capital Management. 

Inventory includes raw materials, work in progress and finished goods. Conversion of cash to 

inventory and inventory to receivables are two important phases of operating cycle. Inventory 

turnover and inventory conversion period are important tools in understanding efficiency in 

inventory management. Effective Inventory management is essential not only large scale 

Enterprises but also in Micro and Small Enterprises. Micro and Small enterprises are redefined in 

India. Micro Enterprises are those whose investment in equipment or plant and machinery is less 

than Rs.1 Crore and whose yearly turnover is less than Rs.5 Crores. Small Enterprises are those 

whose investment in equipment or plant and machinery is less than Rs.10 Crore and whose 

yearly turnover is less than Rs.50 Crores. This research paper focuses on Inventory turnover in 

selected Engineering Micro and Small Enterprises (MSEs) of Andhra Pradesh, which is a 

seventh state in India, in terms of area.   

Review of Literature 

Raju et al (2020)
1 

had done a study on Indian IT companies by using techniques of Financial 

Analysis. Venkateswararao.Podile et al (2018)
2
 had Capital structure Analysis in a Micro 

Enterprise namely P.L. Plast Pvt Ltd. Venkateswararao.Podile et al (2020)
3
 examined 

profitability trends in cement engineering company. Venkateswararao.Podile et al (2020)
4
 had 
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Abstract 

Receivables Management is also known as Debtors Management. It is one of the key components of 

Working Capital Management.  If goods are sold on credit basis Accounts Receivables are generally created. 

Receivables are one form of loan given to a customer by the seller. The prime goal of Receivables 

management is to increase sales, avoid bad debts, decrease transaction cost related to maintenance of accounts 

and collection of sale proceeds and finally, enhance profits of the Enterprise. Debtors Turnover Ratio (DTR) and 

Average Collection Period (ACP) are the tools useful for knowing efficiency of Receivables Management. This 

Research paper focuses on Receivables Management in selected Micro and Smaller Enterprises (MSEs) in 

Andhra Pradesh state of India.  Current Research is done using secondary data. The data gathered is analyzed 

using Debtors Turnover Ratio (DTR) and Average Collection Period (ACP). Statistical tools including Mean 
and ANOVA are used for analysing the data. 

Key words: Receivables, Debtors, DTR, ACP, MSEs  

 

1. Introduction  

Receivables Management is also known as Debtors Management. It is one of the key components of 

Working Capital Management.  If goods are sold on credit basis Accounts Receivables are generally created. 

Receivables are one form of loan given to a customer by the seller. The prime goal of Receivables 

management is to increase sales, avoid bad debts, decrease transaction cost related to maintenance of accounts 

and collection of sale proceeds and finally, enhance profits of the Enterprise. Debtors Turnover Ratio (DTR) and 

Average Collection Period (ACP) are the tools useful for knowing efficiency of Receivables Management. This 

Research paper focuses on Receivables Management in selected Micro and Smaller Enterprises (MSEs) in 

Andhra Pradesh state of India.  In Indian Economy, MSEs are playing crucial role. They provide ample 
employment opportunities to Population. They contribute significantly to the National Income of the country. In 

this context, present  research study was proposed to investigate efficiency in receivables management in 

selected MSEs of Andhra Pradesh state of India.      

 

2. Review of Literature 

Raju et al (2020)1 had conducted a study on Indian Information Technology companies with tools of 

financial analysis. Venkateswararao.podile et al (2020)2 has conducted a study on trends in capital structure of a 

cement enterprise. Venkateswararao.podile et al (2020)3 has conducted a study on trends profitability in a 
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ABSTRACT 

DIGITAL INDIA IS A CROWN JEWEL PROGRAMME INTRODUCED BY INDIAN 

GOVERNMENT. DIGITAL INDIA PROGRAMME CONSISTS OF THREE VISION AREAS. FIRST 

VISION AREA IS PROVIDING DIGITAL INFRASTRUCTURE AS UTILITY FOR EVERY 

INDIVIDUAL, SECOND VISION AREA IS PROVIDING SERVICES AND GOVERNANCE FOR 

EACH INDIVIDUAL OF THE NATION ON DEMAND AND THIRD VISION AREA DEALS WITH 

EMPOWERING CITIZENS DIGITALLY. IN TERMS OF POPULATION, ANDHRA PRADESH 

STATE STOOD IN TENTH PLACE IN INDIA. AS PER 2011 CENSUS, ANDHRA PRADESH 

FEMALE POPULATION IS 2, 47, 46, 590. ANDHRA PRADESH STATE’S RURAL WOMEN ARE 1, 

74, 28,445 AND THE URBAN WOMEN ARE 73, 18, 145. ANDHRA PRADESH STATE 

GOVERNMENT IN PARALLEL WITH THE CENTRAL GOVERNMENT PUT MANY EFFORTS IN 

EMPOWERING WOMEN IN ANDHRA PRADESH THROUGH DIGITAL INDIA PROGRAMME.  

IN THIS PAPER, AN ATTEMPT IS MADE TO IDENTIFY THE IMPACT OF DIGITAL INDIA ON 

ECONOMIC EMPOWERMENT OF URBAN AND ANDHRA PRADESH STATE’S RURAL 

WOMEN, TO MAKE COMPARATIVE INVESTIGATION OF THE IMPACT OF DIGITAL INDIA 

ON ECONOMIC EMPOWERMENT OF URBAN AND RURAL WOMEN OF THE SELECTED 

STATE AND TO PICK OUT THE CHALLENGES AND AFFAIRS ENCOUNTERED WHILE 

EXECUTING DIGITAL INDIA FOR ECONOMIC EMPOWERMENT OF WOMEN IN THE STATE.  

 

KEY WORDS: DIGITAL INDIA, ECONOMIC EMPOWERMENT, RURAL WOMEN, URBAN 

WOMEN. 

 

1. INTRODUCTION 

 

Digital India is a crown jewel programme introduced by Indian Government. Digital India Programme 

consists of three vision areas. First vision area is providing Digital Infrastructure as utility for every 

individual, second vision area is providing services and Governance for each individual of the Nation on 
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Abstract 

Financial Management is an important management activity which deals with the planning and controlling of the Business organisation’s funds. A good decision of working capital or short-term investment decision ensures proper liquidity and profitability 

of any business organisation. For any business firm inadequate as well as surplus working capital situations are not good. Hence, a 

firm should see that there will be adequate working capital level. This equally applies to MSMEs. During the last five Decades MSME 

sector had become crucial in Indian Economy. In recent days, MSME sector has become one of the strong pillars of Indian Economy. Nearly 

thirty percent of GDP comes from this sector. Majority of micro and small enterprises in Andhra Pradesh state of India are either 

maintaining excess levels of working capital or suffering from shortage of working capital. Under this backdrop, present study 

namely working capital turnover in selected micro and small enterprises in Andhra Pradesh state in India is done to assess working 

capital turnover in these enterprises.  

 

Keywords: GWC, NWC, GWCT Ratio, NWCT Ratio, MSMEs 
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INTRODUCTION 

Management of working capital is one of important financial 

management aspects. It is also true for MSMEs. Trade-off 

between liquidity and profitability is a key area, in managing 

working capital. If a business organisation does not have 

sufficient working capital it may not meet its obligations and 

thereby liquidity is affected. On the other hand if the business 

organisation has excessive investment in current assets, it may 

affect prospects of company. Hence, there must be sufficient 

quantity of working capital and there must be efficiency in it in 

any business organisation including MSMEs. There is a need to 

find out whether working capital management is efficiently 

done in Micro and Small Enterprises in Andhra Pradesh. 

During the last five Decades MSME sector had become crucial 

in Indian Economy. In recent days, MSME sector has become one of 

the strong pillars of Indian Economy. Nearly thirty percent of 

GDP comes from this sector. MSMEs contribution to Indian 

exports is nearly 50%. After Agriculture, MSME sector 

provides more jobs to Indian population. Approximately, 11 

crores people in India get their livelihood from this sector.  

Under this backdrop, present study namely working capital 

turnover in selected micro and small enterprises in Andhra 

Pradesh state in India is done to assess working capital 

turnover in these enterprises. 

 

REVIEW OF LITERATURE 

Trivedi Savita (2011)1 examined the effect of Working capital 

Management on Profitability of the enterprises. 

Venkateswararao.Podile et al., (2017)2 studied working capital 

management in PL Plast Pvt Ltd. Venkateswararao.Podile et al., 

(2018)3 studied working capital management in Sri Rama 

Chandra Paper Boards Ltd. Venkateswararao.Podile et al., 

(2017)4 studied working capital management in Sri Nagavalli 

solvent oils Pvt. Ltd. There was no study on working capital 

turnover of Micro and Small Enterprises in Andhra Pradesh. 

 

 OBJECTIVES 

1. To investigate the differences in Gross Working Capital 

(GWC) to Total Assets Ratio among selected micro and 

small enterprises in Andhra Pradesh. 

2. To examine the differences in GWCT (Gross Working 

Capital Turnover) Ratio among selected micro and small 

enterprises in Andhra Pradesh. 

3. To enquire in to the differences in Net Working Capital 

Turnover (NWCT) Ratio among selected micro and small 

enterprises in Andhra Pradesh. 

 

METHODOLOGY 

Secondary data is the main source of data for the present 

research. It is gathered from selected MSMEs in Andhra 

Pradesh state in India. The Secondary data drawn from 

financial statements of the respective Micro and Small 

Enterprises have been analyzed, tabulated and interpreted by 

using well established financial tools. The data of 10 years i.e., 

2006-07 to 2015-2016 was interpreted through the analysis of 

turnover ratios such as GWC to Total Assets Ratio, GWCT Ratio 

and NWCT Ratio. Data analytical tools including average, 

standard deviation and Two-way ANOVA have also been used. 

Bar diagrams are used for better presentation of results. 

 

 

DATA ANALYSIS 

 

Table-1:  Mean GWC to Total Assets Ratio of Micro and Small Enterprises during 2006-2007 and 2015-2016 

S.No  Micro and Small Enterprises Mean GWC to Total Assets 

Ratio 

1 Sri Nagavalli Solvent Oils Pvt. Ltd 0.729 

2  Radhika Vegetable Oils Pvt. Ltd. 0.53 

3 Power Plant Engineering Works  0.726 

4  Sri Rama Chandra Paper Boards Ltd.  0.517 

5 Naga Hanuman Solvent Oils Pvt. Ltd.  0.635 

6 kristna Engineering Works 0.79 

7 Power Oxides Pvt. Ltd. 0.665 

8 Nagas Elastomer Works 0.505 
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