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ABSTRACT: 

Vision is a precious gift from God that one can able to see and enjoy this beautiful world. But 

many people throughout the world are deprived of this. According to October 2017 report of World 

Health Organization (WHO) an estimated 253 million people live with vision impairment: 36 

million are blind and 217 million have moderate to severe vision impairment. Un-operated cataract 

is the main reason for blindness in low income and developing countries. Even in China by the 

end of 2017, the population over 60 will reach 241 million, accounting for 17.3 percent of the 

country's total population and nearly 40 million are disabled and semi disabled, according to data 

released by the Committee for the elderly in 2018. So, in this case most of the visually challenged 

people cannot afford an expensive device to use as their supporter. So, in this project we have 

proposed a cost-effective 3D intelligent Walking device. This is mainly depends on the sensors 

because Sensors can improve the world through diagnostics in many applications and it helps to 

improve performance. This device is implemented using ARM Controller, IR Sensors (For 

3D),Vibration Sensor (Piezoelectric sensor is for Pressure and Acceleration) as well as GSM and 

GPS for location Sharing. Also we are introducing Voice module with this to give the directions 

through audio format. This Entered device is programmed by simple deep learning algorithms (AI) 

to optimize the machine.  

Keywords: Artificial Intelligence (AI), GSM, GPS, ARM controller, Deep Convolutional Neural 

Network Algorithm.  

 

1. INTRODUCTION 

Independence is the important methodology 

in achieving objectives, dreams and goals in 

life. Visually impaired/blind persons find 

themselves challenging the dangerous paths 

to go out independently. There are millions of 

visually impaired or blind people in this 

world who are always need the help from 

others. For many years the normal walking 

stick became a well-known attribute to blind 

person's navigation and later efforts have 

been made to improve the walking stick by 

adding remote sensor. Blind people have big 

problem when they walk on the street or stairs 

using normal walking stick, but they have 

sharp haptic sensitivity. The electronic 

walking stick will help the blind person by 

providing more efficient and convenient 

means of life. Moving through an unknown 

environment becomes a real challenge for the 

blind or impaired people. Those who go out 

from the house with the white stick, often use 
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ABSTRACT 
The most commonly used technique for finding infrequent/ exceptionally happening 

instances in the real world scenario is outlier mining. In the last few years, outlier 
detection becomes a significant research area in the data mining. The key objective and 
focus of this research article is to determine the objects/patterns in large datasets that 

          are significantly differ from the normal patterns i.e. objects with unpredictable, 
        dissimilar, infrequent and abnormal behavior  w.r.to most  of the datasets. Several 

algorithms have been projected to conquer the challenges as well as explorations in the 
field of outlier mining, but these methods unable to yields potentially higher accuracy 
results in such environments. Now a days, developing an efficient method for detecting 

   the  outliers in  a  huge  database is  a  crucial  task.  In this  research  article,  Lasso 
Regression technique is projected for outlier’s detections in high dimensional datasets. 
The proposed methodology is implemented in the open source called NCSS statistical 
software. Here, the parameters like Sum of Squares Error 0.76343, Model R² 0.10401, 

        Mean Squares Error 1.07935081, Specificity 0.61000 Specificity 0.51556, RMSE 
0.89333 and Coefficient of Variation 0.95889 are evaluated using synthetic dataset. 
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Abstract 
 
This paper proposes a novel framework for a two-stage classification 

approach for Network Intrusion Detection System using Fast k Nearest 

Neighbor (FkNN) Classifiers with Least Variance Feature Elimination 

(LVFE) for feature reduction. FkNN is adopted for binary classification in 

the first stage to detect whether the request is an attack or a legitimate one. 

Further, if the right is identified as an attack, it will be processed in the 

second stage, where multiclass classification is used to classify its attack 

type. In the cloud environment, it is easy to implement the NIDS with 

knowledge on attack types to reduce the computational complexity of the 

detection mechanism and minimize financial loss.  The performance of NIDS 

depends on two pre-knowledgeable issues regarding the network flow. They 

are i) Identifying whether the flow is attacked or not. ii) If it is an attack, 

identifying which type of attack it is?  a two-stage classification methodology 

is proposed, which comprises two phases with adopting the CICIDS-2017 

Dataset. Phase-I is the pre-processing data phase, in which data cleaning and 

normalization are carried out. In phase-II, the two-stage classification model 

is implemented to detect attacks along with attack type. The experimental 

results are presented, and conclusions are drawn.  
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Abstract:  

Nowadays as computation power increases as increasing with the amount of data to 

process. As most of the data is generated every day is multimedia data. In many different 

media types video is one of them. Where finding what happens over a video as it streams or 

recorded using a computerized method is more helpful in CCTV surveillance. We’re 

attempting to continually detect activities in the video as it’s streamed, in an online system. 

As videos are sequential frames, we use CNN we extract a buffer length of features for a 

buffer length of video frames. These buffers then used to train Bi-LSTM, and so this Bi-

LSTM model and CNN models are accustomed to detect particular activities in 

unconstrained or streaming videos using multiprocessing for speeding up the feature 

extraction.  

Keywords: Activity Detection, unconstrained video, Bidirectional LSTM, CNN Features  

 

Introduction: 

Images and videos  became 

ubiquitous on the web, which has 

encouraged the event algorithms that will 

analyze their semantic content for various 

applications, including search and 

summarization.CNN’s are shown to 

search out powerful and interpretable 

image features, where the networks have 

access to not only the looks information 

present in single, static images but also 

their complex temporal evolution. There 

are several challenges to extending and 

applying CNN's during this setting. One 

of the key motivations, which attracts 

researchers to work in action recognition, 

is that the vast domain of its applications 

in surveillance videos, robotics, human-

computer interaction, sports analysis, 

video games for the  characters of the 

players, and management of web videos. 

Action recognition using video 

analysis is computationally expensive as 

processing a short video may take  

 

protracted time because of its high 

frame rate. 

Related Work: 

Over the last decade, researchers have 

presented many hand-crafted and deep 

nets based on the approaches for action 

recognition. The sooner work was 

supported by hand-crafted features for 

non-realistic actions, where an actor 

accustomed to perform some actions 

during a scene with an easy background. 

Such systems extract low-level features 

from the video data, and so feed them to a 

classifier like a support vector machine 

(SVM), decision tree, and KNN for action 

recognition. g-based methods were also 

proposed in recent years. Deep learning 

has shown Besides hand-crafted features 

based approaches for action recognition, 

several deep learning significant 

improvement in many areas like to image 

classification, person re-identification, 

object detection, speech recognition, and 
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Abstract - Is a human’s voice “UNIQUE”? This is actually a good question with which most of 

us are really ambiguous. Yes!! How much a fingerprint is unique that much a human’s voice is 

also distinctive. Because of this uniqueness of the voice, the human voice can be used for various 

recognition processes. One of the most heard recognition processes is “gender”. It is easier for an 

individual to recognize or identify a human gender by hearing the voice. So this paper is 

developed with a mindset to make the machine learn and identify the gender of the given 

voice(real-world input). 

Key Words: Decision Trees, Gradient Tree Boosting, Gender Recognition, Random forests, 

Support Vector Machine(SVM). 

 

1. INTRODUCTION 

One of the most common means of 

communication in the world is through 

voice. In the real world, it is possible for a 

person to verify the gender of a person 

through voice. Voice is filled with lots of 

linguistic features. These voice features are 

considered as the voice prints to recognize 

the gender of a speaker. The recorded voice 

is considered as the input to the system, 

which then the system processes to get voice 

features. Examine the input and compare it 

with the trained model, carry out 

calculations based on the algorithm used and 

give the latest matching output. Gender 

recognition can be used along with various 

other applications. Some are: 

❏ For detecting feelings like male sad, 

female anger, etc. 

❏ Differentiating audios and videos using 

tags. 

❏ Spontaneous salutations. 

❏ Helping personal assistants to answer 

questions with gender-specific results 

etc. 

2. METHODOLOGY 

The dataset used for detecting gender from 

the audio files is retrieved from VoxForge, 

which is a free speech corpus and acoustic 

model repository for open source speech 

engines. It is a large-scale collection of 

voices of both genders. From the collected 

audio files the powerful discriminating 

features are extracted with which a CSV file 

is created. With this CSV file various 

models are trained using Support Vector 

Machine, Decision Trees, Gradient Tree 

Boosting, Random forests, and accuracy is 
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