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D.Ratna Kishore, D.Suneetha, G.G.S.Pradeep 

Abstract: Internet is developing each day. One of the most 

important factors is to provide security for data in internet. In 

fact that there are numerous number of security algorithm were 

proposed at the same time hackers are also working with various 

technique and introduced so many new algorithm to break the 

security. DNA cryptography is one of the rising regions of 

computer science. In this paper we proposed a new technique to 

provide security for data using DNA cryptography. In this we use 

256 DNA ASCII table instead of 64 lookup table and key is 

generated in random manner based on the length of the 

plaintext*4. In this proposed technique the original plaintext and 

key was divided into 4 equal parts. The proposed algorithm 

produces better results when compared to other existing 

algorithm in terms of encryption and decryption times. 

Keywords: DNA Cryptography, Encryption, Decryption, PCR 

I. INTRODUCTION 

Data and information has become very important resource in 
present centaury and the process of providing security is 
also important parameter. So many ways are present to 
provide security to the data[1-4]. Cryptography is also one 
of the most important components in computer security. 
There are multiple number of cryptography algorithm of 
multiple number of types are available. There are so many 
defects are present in some existing conventional and 
classical cryptography techniques. So the attackers easily 
break the cipher text and create many problems to the 
authorized persons. There is no relation in between 
cryptography and molecular biology. Originally there are 
not relevant to each other but in depth study of molecular 
biology and also modern biotechnology DNA computing is 
present these two areas are work together to provide security 
for data[5]. DNA cryptography is the new field of science in 
the area of providing security for data. Many researchers 
introduced so many security algorithms with the help of 
DNA cryptography to hide the sensitive secret data [6-7]. 
Completely DNA cryptography is based on the biological 
problem. Generally the DNA computer not only performs 
computing just like a compute system it is also able to 
perform potency and function which a traditional computer 
system cannot perform.  
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DNA computing is huge scale of parallelism and its 
computing speed is very huge like 1 billon times per second. 
Secondly DNA computing has large capacity of storage. In 
one cubic decimeter of DNA solution have tera bytes of 
data. Third DNA cryptography has low power consumption. 
So many techniques are used to carry DNA computation 
.Some of these techniques are 
Gel electrophoresis: In this technique separate DNA 
fragments are used according to their length. A gel is 
prepared. The negatively charged molecules are placed are 
one side of this gel. The negatively charged molecular are 
moved to the positive gel[8]. 
Polymerge chain reaction: PCR is having high amplification 
affection. This is used to amplify DNA molecules [11]. 
In DNA we can add binary segments to interpret data. Those 
are 

A-00 C-01 G-10 and T-11 
In this binary format is used For the purpose of data storage 
and transmission from one place to another place. 

II. RELATED WORK 

Adi et al proposed a new scenario to link E-DNA for 
identify the DNA molecules and it is dynamic in nature. IT 
attempts to link the unit and to identify the interaction 
profile in the data communication. Mousa et al propose a 
new approach for data hiding using DNA cryptography. It 
uses the concept of reversible contrast mapping. This 
scheme uses two words to achieve reversibility on the 
contrast mapping [9]. 
Jin taur et al proposed a new advanced scheme in data 
hiding based on the look up table and it is called as Table 
lookup table substitution method. In this the plain text is 
replaced with the values of look up table and that 
replaceable data is transferred to the receiver as a cipher text 
and the look up table was modified randomly for every data 
transmission[10]. 
Mohamed [12] proposed a new innovation in the 
asymmetric cryptographic technique based on the protocol. 
The main advantage of the proposed algorithm is that it uses 
innovative DNA cryptography for sharing secret key among 
sender and receiver throughout the unsecured transmission. 
Banahmed[13] discusses a new reference DNA sequence 
shared in two parties. Not only the sequence shared and the 
data is accessed from NCBL and EBI databases and the 
hacker is not able to access the database because the 
database is virtually created and accessed randomly. 
Yamuna [14] present a different encryption technique based 
on the binary strings. In this 4 different algorithms are 
present.  
 
 
 

https://www.openaccess.nl/en/open-publications
https://www.openaccess.nl/en/open-publications
http://creativecommons.org/licenses/by-nc-nd/4.0/


IJRECE VOL. 7 ISSUE 2 (APRIL- JUNE 2019)          ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

 A UNIT OF I2OR  2073 | P a g e   

 

ADAPTIVE CONFOMITY ROUTING 
PROTOCOL FOR WIRELESS SENSOR 
NETWORKS FOR LOAD BALANCING 

1M.V.P. Uma Maheswara Rao,2A.Koteswara Rao,2V.Dilip Kumar, 
1Associate Professor, Department of CSE, NRI Institute of Technology. 

2Assistant professor, Department of CSE, ALIET. 
 

Abstract— The energy consumption is a great challenge in 
Wireless sensor networks that may affect the performance of the 
entire network. Even though many techniques are being still 
addressed to this issue, it is ongoing problem. One of the most 
energy efficient routing protocols is Geographic Adaptive 
Fidelity (GAF), which is the location based protocol. This 
reduces the use of energy by switching off some nodes that do 
not take part in routing. Load balancing reduces hot spots in 
sensor networks by spreading the workload across a sensor 
network there by increasing the life time of the sensor network. 
Here we use chebyshev sum metric for evaluation via simulation 
and this method is better compared to the routing based on 
Breadth first search(BFS) and shortest path obtained by 
Dijkstra’s algorithm. By combining Geographic Adaptive 
Fidelity with load balancing, a considerable amount of energy  
can be saved that tends to extend the lifespan of the 
wholenetwork. 

 
Index Terms— wireless sensor networks; routing; energy 
efficient; load balancing. 

 
 

1. INTRODUCTION 
Remote sensor systems (WSN) are a self association 

remote system framework used to gather information from 
a machine outfitted with sensor hubs, and forward 
information to the sink hub This framework is constituted 
by the spatially disseminated self-governing vitality 
restricted smaller scale sensor hubs furnished with 
detecting, registering, and with correspondence capacities 
[1]. Systems of sensors are agreeable to help a great deal 
of genuine applications that shift extensively regarding 
necessities and attributes[2]. 

 
As sensor systems scale-up in estimate, viably dealing 

with the appropriation of the systems administration load 
will be of incredible issue By spreading the workload over 
the sensor arrange, stack adjusting midpoints the vitality 
utilization. This may prompt expand the normal life 
expectancy of the whole system by broadening the time 
until the point that the primary hub is out of vitality. Load 
adjusting additionally be utilized for diminishing clog 
problem areas, along these lines decreasing remote 
impacts. Another testing issue is to spare the vitality of the 
hub [6]. When sensor organization is finished, it is 
difficult to supplant or energize the battery. 

II.RELATED WORK 
A variety of routing protocols have been proposed with 

different techniques to minimize the energy consumption 
and to increase the lifespan of the network. In [4], some of 
the techniques such as Data reduction, protocol overhead 
reduction, topology control, energy efficient protocols and 
Sleep/Active scheduling are focused. An example of 
single path load-balancing is Load-Balanced Ad hoc 
Routing (LBAR) algorithm proposed in [15] which uses 
traffic interference as a metric to distribute the network 
load and to avoid routing via heavily loaded paths. 
Multipath Routing Protocol (MSR) [16] is based on DSR 
and uses a Round Trip Time (RTT) to measure delays for 
different paths, which form the basis of its routing metric . 
In [6] , GAF protocol and it’s working are considered. It 
also reviews the variety of new versions based on GAF 
protocol to make it better. Hierarchical Geographic 
Adaptive Fidelity (HGAF)  is proposed to save the power 
of the nodes which increases the lifetime of whole 
network in[6]. 

 
Coordination-based data Dissemination protocol for 

wireless sensor networks (CODE) is proposed which is 
based on GAF protocol in [10] .In [11], TENT rule 
defines the method of finding the neighbor nodes with the 
angle and distance. HGAF uses a layered structure in 
which the entire area is divided into virtual grids. eHGAF 
extends the HGAF in which the place of the active sub 
cell is rotated. GAF & Co[12] maintain the connectivity 
of a network and avoids the routing tables. Some of the 
sensor network routing [17] [18] and QoS routing in 
Wireless ad hoc networks[19] ignore the load balancing 
issues. In many works such as in [20] [21] consider the 
base station as a resource rich focal point hosting the 
services such as securing the sensor network against 
vulnerabilities[22], data aggregation or monitoring of 
WSNs. Another protocol Energy efficient and Collision 
Aware (EECA)[23] takes energy of the nodes into 
account and it tries to avoid collision by choosing distant 
route paths. 

III. GEOGRAPHIC ADAPTIVE FIDELITY (GAF) 
Geographic Adaptive Fidelity or GAF [6][7] is 

vitality mindful area based steering calculation .It is at 
first intended for portable specially appointed systems, 
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ABSTRACT

This article compares the performance of different Partial Distance Search-based (PDS) kNN classifiers 

on a benchmark Kyoto 2006+ dataset for Network Intrusion Detection Systems (NIDS). These PDS 

classifiers are named based on features indexing. They are: i) Simple PDS kNN, the features are not 

indexed (SPDS), ii) Variance indexing based kNN (VIPDS), the features are indexed by the variance 

of the features, and iii) Correlation coefficient indexing-based kNN (CIPDS), the features are indexed 

by the correlation coefficient of the features with a class label. For comparative study between these 

classifiers, the computational time and accuracy are considered performance measures. After the 

experimental study, it is observed that the CIPDS gives better performance in terms of computational 

time whereas VIPDS shows better accuracy, but not much significant difference when compared with 

CIPDS. The study suggests to adopt CIPDS when class labels were available without any ambiguity, 

otherwise it suggested the adoption of VIPDS.

KeywoRDS
kNN Classification, Kyoto Dataset, Network Intrusion Detection, Network Security, Partial Distance Search 
(PDS), Variance Indexing

1. INTRoDUCTIoN

Network Intrusion refers to a number of techniques that allows the malicious users to penetrate into 

the computer networks and exploit the computing and network resources. Network Intrusion Detection 

System (NIDS) is a technology that uses network intrusion datasets and identifies the intruders by 

applying machine learning strategies on these datasets to detect malicious activities. A network 

intrusion dataset is a collection of network traces i.e., traffic captures from network for a period of time.

The quality and quantity of network datasets will aid machine learning strategies to build heuristic 

systems for given real-world problems. These heuristic systems will help the decision makers to ever 

cure risk. Early detection of intrusion helps in control and prevention of malicious activities in a system.

Machine learning algorithms are heuristic approaches to solve complicated problems for which 

a human designer unable to define the appropriate rules in an explicit form. It is very difficult to 

construct an efficient real-time NIDS especially for high speed network traffics.

To build such an ideal solution and evaluation of the same, different kinds of datasets are made 

available for researchers. One such detection system is Kyoto 2006+ which is a real-world data 

set and is nearer to the current network problems. This dataset is provided with class label hence 

This article published as an Open Access Article distributed under the terms of the Creative Commons Attribution License (http://cre-

ativecommons.org/licenses/by/4.0/) which permits unrestricted use, distribution, and production in any medium, provided the author of the 

original work and original publication source are properly credited.
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Abstract: Cloud computing is a powerful, cost efficient platform for providing heterogeneous services to the 
consumers over the Internet.  Moreover storing data in the cloud storage is a one of the key challenging issues now a 
day. In cloud environment universal data is available from different vendors. To avoid capital expenditure for 
hardware and software the image data must be reduced in size and they should have a better quality. Image 
compression is the one of the prominent techniques for data storage in cloud. The main aim of image compression is 
to reduce the size and also it provide better quality image with better compression ratio. This paper proposes 
improving compression method which uses a SPIHT, bit plane slicing and adaptive LZW dictionary. The limitations 
is decreased by using SPIHT and bit plane slicing for colored and also gray scale images.  The compression ratio of 
the proposed method is better than the standard method for both colored and gray scaled images. An experimental 
result for the proposed methods is better than existing methods for different types of image. 
 
Keywords: Image Compression, SPIHIT, LZW, Bit Slicing, PSN. 

 

I. INTRODUCTION 

In cloud computing environment data is available in different formats like text, images, audio and videos. Storing data is also 
one of the prominent parameters. For that we have different approaches and techniques are available. Image compression is also 
one of the prominent techniques if the data is in the form of images. Image compression deals with reducing the amount of data 
required to represent a digital image by removing of redundant data. The main aim of image compression is which makes storage 
and transmission of images more practical. The basic requirement of maintaining image quality is easily translated into two basic 
quantitative parameters: 

1) Rate of digital image data transfer or data rate (Megabit per second or Mb/s) 
2) Total amount of digital storage required or data. With image compression both data rate and data capacity are reduced to 

great extent. So less space, less time and less bandwidth are required for storage and transmission of digital images. 
Two categories of data compression algorithm can be distinguished: lossless and 'lossy'. Lossy techniques [4] cause image 

quality degradation in each compression/ decompression step. Careful consideration of the human visual perception ensures that the 
degradation is often unrecognizable, though this depends on the selected compression ratio. In general, lossy techniques provide far 
greater compression ratios than lossless techniques. However, in this paper, we will focus on the topic of SPIHT, Bit plane slicing 
and adaptive LZW Huffman lossless compression [5]. The SPIHT and LZW compression algorithms are the powerful and useful 
techniques for lossless data compression and it gives high compression ratio for textual data as well as image data. In this paper we 
consider SPHIT, variant of the Huffman code called adaptive Huffman code   or the dynamic code, which does not need to know 
the probability of the input symbols in prior or in advance. 

 
1.1 SPIHT Compression 
 

SPIHT was designed for optimal progressive transmission, as well as for compression. One of the important features of SPIHT 
(perhaps a unique feature) is that at any point during the decoding of an image, the quality of the displayed image is the best that 
can be achieved for the number of bits input by the decoder up to that moment. Another important SPIHT feature is its use of 
embedded coding. This feature is defined as follows: If an (embedded coding) encoder produces two files, a large one of size M 
and a small one of size m, then the smaller file is identical to the first m bits of the larger file. 

Suppose that three users wait for you to send them a certain compressed image, but they need different image qualities. The first 
one needs the quality contained in a 10 Kb file. The image qualities required by the second and third users are contained in files of 
sizes 20 Kb and 50 Kb, respectively. Most lossy image compression methods would have to compress the same image three times, 
at different qualities, to generate three files with the right sizes. SPIHT, on the other hand, produces one file, and then three 
chunks—of lengths 10 Kb, 20 Kb, and 50 Kb, all starting at the beginning of the file—can be sent to the three users, thereby 
satisfying their needs. 

http://www.jetir.org/
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Analysis of Theoretical Sampling Distributed using combined LPETM and ANOM subgrouping
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Abstract

A whole new software reliability technology is introduced that predicts expected failures as well or superior to anything existing
software reliability models, which is simpler than any of the models that approach it in predictive legitimacy. The model
consolidates both execution time and schedule time components, each one off and this can be inferred. The model is assessed
using genuine information. Logarithmic Poisson Execution Time Model (LPETM) is a software reliability model which predicts
the normal disappointments like failures and henceforth related reliability quantities superior to existing software models. It
utilizes Non-Homogenous Poisson Process (NHPP) with a mean esteem work that is reliant on exponentially falling flaw
recognition rate. The Maximum Likelihood (MLE) is an aspect devised to accurate the LPETM model’s required intriguing
determinations. The Analysis of Means (ANOM) is the best graphical statistical techniques for contrasting group means to grand
mean to uncover convincing contrasts among means which are generated through adopted LPETM. The model is evaluated by
using Brazilian Electronic Switching System (BESS) for 1500 subscribers with 70 data entries and 100000 random percentiles
generated by using Python programming.
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Abstract
Sentiment analysis is the most widely used in many applications. Knowing the sentiment analysis for any of the

dataset becomes most important to know the sentiment for the given inputs. In this paper, the amalgamative

sentiment analysis framework developed for dividing the positive and negative emotions taken from the user's

tweets. In this system, an integrated social networking is developed which is integrated with ASAF. Results show

the classification of these tweets.
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Abstract
Text mining is the worldwide fast growing domain in research. Sentiment analysis is the one of the sub domain in

the text mining to extract the sentiment from the various texts available in the internet and from other sources.

Various existing systems are implemented to get the sentiment analysis with the migration of natural language

processing algorithms (NLP) and artificial intelligence algorithms.Various issues identified in the text mining with

sentiment analysis are solved very rarely. According to the previous research, deep-learning and artificial

intelligencebased TSA prediction method that comprises of a stacked auto encoder (SAE) model that is used to

learn generic linguistic and text semantic features But the system not reached up to the mark. In this paper,

Ensemble Feature Analysis Classifier to incorporate the new domain dimension within the rating and text based

sentiment analyzer. Implementation of this proposed prototype validates our claim and highlights our efficiency in

supporting multiple dimensions during sentiment analysis.
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Abstract: Sentiment analysis is the fast-growing field in the present world and this is also the part of the data mining. 

Analysing the sentiments of various documents, texts and reviews can be done by the various application or tools. To 

improve the results for given inputs various NLP, AI and deep learning algorithms are implemented for the better 

results. The proposed sentiment analyzer is language independent i,e this can analyze any of the language called as 

multilingual sentiment analysers.   Comparative results show the performance of the various algorithms. 

Keywords: Artificial Intelligence, NLP, text mining. 

I. INTRODUCTION 

Various emotions are present in the form of text called 

sentiment analysis. SA classifies the various emotions such 

as positive, negative, stress and neutral. Sentiments are 

analyzed based on the sentences, tweets, reviews, and 

various documents. This can be also analyzed the opinion 

of the users.  Text may in various formats i,e document 

format, text file format and concept format. Various 

classification techniques are implemented to get sentiment 

analysis for the various types of documents, sentences etc. 

To get the better sentiment analysis (SA) various NLP and 

deep learning techniques can be utilized for the better 

analysis.  

In general, some subjective sentiment expressions are 

pointed out necessarily and this is explained by Wilson et 

al. [2]. For the short documents, it is known that there is no 

basic difference between document and sentence level 

classifications [3]. In many applications, it is important 

that document level or sentence level classification text 

does not supply needed information or opinions on various 

features of every entity. Based on the above level it is 

known that these are not efficient because of their nature. 

In this paper, the proposed level of sentiment aims to 

classify the sentiment based on the specific aspects of 

objects. Firstly in this, to find the objects and their features 

or aspects. Various opinions are given by the various 

opinion holders for the same object. For example, "The 

food in this restaurant is not good but the cost of each item 

is low compared with other restaurants". This is taken 

consideration by the proposed aspect.     

In the last few years, many applications and enhancements 

are done on SA algorithms and techniques. The proposed 

Ensemble Feature Analysis Classifier (EFAC) is 

implemented and this will take two parameters into 

consideration I,e review rating and sentiment analysis for 

the given sentence which is done with artificial 

intelligence and with the convolutional neural network 

algorithm.     

II. LITERATURE SURVEY 

This section, describes various sentiment analysis 

techniques. 

Bruce and Wiebe made an effort to manually tag sentences 

as subjective or objective by different judges and the 

resultant confusion matrix was analyzed [19]. 14 articles 

were randomly chosen and every non-compound sentence 

was tagged. Also a tag was attached to conjunct of every 

compound sentence. Authors then attempted to identify if 

pattern exists in agreement or disagreement between 

human judges. Authors observed that manual tagging 

suffered due drawback of biased nature of human beings 

during tagging phase. 

Subrahmanian and Reforgiato graded sentiments by the 

combination of adjective, verb and adverb [11]. In contrast 

to the algorithms that extracted the sentiments using 

adjective - verb combination or adverb - adjective 

combination, the model was trained using adjective, verb 

and adverb combination. The opinion was drawn from 

eight combinations of positivity or negativity of adjective, 

verb and adverbs in the reviews. 

Cai et al. stated that solution for sentiment analysis should 

include a sentiment classification scheme as well as a 

sentiment topic detection scheme [15]. The sentiment 

classification component measured the relative sentiment 

(on a positive/negative scale) expressed by the words. The 

sentiment topic detection component detected the most 

significant topics hidden behind each sentiment category 
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Abstract — Wireless sensor networks are faced by
challenges not present in wired networks. Mobility of
nodes or lack of fixed infra in wireless sensor
networks gives rise to issues like route changes, link
failures, and need for change of IP addresses. These
reasons require changes at various layers of protocol
stack.In such a situation, their lifetime is expected to
be extended by cooperative packet forwarding. Albeit
a few scientists have learned about collaboration in
different WSNs, the greater part of them don't consider
the heterogeneity in the qualities of each WSN, for
example, battery limit, activity begin time, the quantity
of hubs, hubs areas, vitality utilization, parcel measure
or potentially information transmission timing, etc. In
a heterogeneous situation, gullible lifetime
enhancement with participation may not be reasonable.
In this paper, we propose a reasonable helpful steering
strategy for heterogeneous covered WSNs. It acquaints
a vitality pool with keep up the aggregate sum of
vitality utilization by helpful sending. The vitality pool
assumes a job of merchant for reasonable participation.
At last, reenactment results demonstrate the great
execution of the proposed strategy.

Keywords — Wireless Sensor Networks,. Fair
Routing Overlapped.

INTRODUCTION

As of late, as remote sensor systems (WSNs) are
broadly diffused, various covering WSNs developed
on a similar region turn out to be progressively normal.

IP and Routing

The stations in remote system don't stay at the
equivalent subnet because of versatility; subsequently
either their IP delivers should be changed as well as
the parcels ought to be sent to them. These
prerequisites have lead to advancement of versatile IP
Reference where the addresses are relegated to
portable has powerfully and the bundles are fittingly
sent to them. Session Initiation Protocol References
handles versatility at the application layer. In SIP, the
hub, when moves to a remote area, gets another IP
address from the DHCP base-station, and continues its
correspondence at the new IP address.

Taste straightforwardly bolsters name mapping and
redirection administrations, which underpins
individual portability – clients can keep up a solitary
remotely unmistakable identifier paying little respect
to their system area.

Delay Issues

The cell handoff delay is the timeframe between the
minute at which the portable hub recognizes the subnet
change, and the time at which it gets the principal
bundle of it continuous correspondence in the new
subnet. Existing versatility conventions have been for
the most part intended for system, and application
layers, and the dominant part of studies allude o the
intrinsic portability bolster given by the remote system.
The essential structure objective of any plan, that
handles versatility, is to keep the handoff delay as less
as could reasonably be expected. On the off chance
that the applications are ongoing the this oblige on
postponement turns out to be significantly increasingly
critical, as the constant applications are exceedingly
delay-touchy. Plans like portable IP and SIP exist that
handle versatility at system and application layers
separately, yet these are a few issues that are yet to be
fathomed in these plans.

Fig-1, Architecture of the system

As of late remote sensor systems (WSNs) have
gotten much consideration as a methods for gathering
and using information from genuine world. The
quantity of WSN applications has been expanding
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Abstract: Intrusion Detection Technology is a research hotspot in the field of information security. This 

study introduces the types of traditional intrusion detection and data mining technology. The present article 

gives an overview of existing Intrusion Detection Systems (IDS) along with their main principles. Also this 

article argues whether data mining and its core feature which is knowledge discovery can help in creating 

Data mining based IDSs that can achieve higher accuracy to novel types of intrusion and demonstrate more 

robust behavior compared to traditional IDSs. In this research work new guidelines is proposed for an 

efficient GPU adaptation of Aho-corasick algorithm for regular expression matching. Also several 

techniques are introduced to optimization on GPU, including reducing global memory access, storage format 

for output table. In case of misuse detection, intrusion patterns are built automatically from a training data 

by the use of the random forest classification method. The adaptive immune system in our proposed 

architecture also takes advantage of the distributed structure, which has shown better self-improvement rate 

compare to centralized mode and provides primary and secondary immune response for unknown anomalies 

and zero-day attacks. 

Index Terms: Artificial immune system, Innate immune system, Data mining, Random Forest and 

Weighted K-Means. Aho-Corasick, Graphics processing Unit, security, intrusion detection

I. INTRODUCTION 

With the rapid development of the internet, the 

various attacks, which emerge endlessly in the 

network, have become a major threat to network 

and information security [1]. Traditionally, network 

users usually use firewall as the first line of defense 

for security. But with attacking tools and means 

becoming much more complicated, simple firewall 

is difficult to resist various attacks; therefore people 

put forward a kind of technology which can 

discover in time and report unauthorized or 

abnormal phenomena in the system, named 

intrusion detection technology [2].  Recent exploits 

also suggest that the more sensitive the information 

that is held is, the higher the probability of being a 

target. Several Retailers, banks, public utilities and 

organizations have lost millions of customer data to 

attackers, losing money and damaging their brand  

 

 

image [3]. In Multi pattern Matching algorithm 

we have to report all occurrence of pattern in given 

string. Multi pattern string matching use in number 

of application is network intrusion detection digital 

forensics, natural language processing [4]. For 

example Snort is open source network intrusion 

detection system which contained thousands of 

pattern that are match against packet in network for 

virus/worm signature detection [5]. They are 

correlation feature selection (CF) and minimal 

redundancy maximal relevance (mRMR). Another 

challenge of intrusion detection system is an 

imbalance between real and trained data [6]. Misuse 

detection has a key advantage is their high rate of 

accuracy in detecting known attacks. Their main 

drawback is the inability to detect novel attacks. 

Anomaly detection, built profiles based on normal 
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AbstractóCloud Computing is a powerful, flexible, cost efficient platform for providing IT 

services over the Internet. However Cloud Computing has various levels of risk factors 

because services are maintained by third party vendors and the most important information 

is handled by third party, so harder to maintain the security. Steganography is the one of 

the technique to provide security for secret data in inserting an image or video. In the most 

of the steganographic algorithms secret data is inserted in Least Significant Bit of an image 

but the hackers easily detect the algorithm and hack the secret data easily. In this paper 

proposed an approach based on the heuristic genetic algorithm for hiding secret data in the 

original image and instead of considering only Least Significant Bit and we also consider 

Most Significant Bit with the help of Image Segmentation technique. The proposed 

approach will be tested and analyzed for various color and gray scale images of different 

sizes for different length of secret messages. The performance of the proposed approach will 

be analyzed with various parameters like PSNR, MSE and the results are good compared 

with existing algorithms.  

 

Index Termsó Heuristic Genetic Algorithm, Image Segmentation, PSNR, MSE. 

I. INTRODUCTION 

In Cloud Computing environment, one of the vital parameter is to providing security for user‘s secret data. 

We have so many approaches like cryptography, Steganography and watermarking hiding strategies, with the 

help of this techniques we can hide the secret data in an image. Those techniques are suffered with some 

problem because in this environment data is maintained by third party from different locations of different 

users with different formats. In cloud environment data is accessed by third party and it is difficult to 

maintain the security. So it is necessary to have novel method which can have the capability of embedding 

data securely before placing into the cloud environment. For this in the proposed approach Steganography 

technique has chosen and image segmentation is utilized for maintaining of data secrecy. 

Steganography is the art and the science to hide the secret data in the form of text, audio and video in an 
image (cover image). In other words, steganography is a one of the way to hide the secret data from 

unauthorized persons or which cannot know the presence of secret data for unauthorized persons or hackers. 

There are several algorithms to hide the secret data in an image to protect it from unauthorized hackers. This 

paper introduce a new approach which will hide the secret data in LSB and MSB bits of the image with an 

heuristic  genetic  algorithm  and  image  segmentation  technique.  Also,  this  proposed algorithm is used for  
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